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Abstract: Research on DeepFake detection using deep neural networks (DNNs) has gained more
attention in an effort to detect and categorize DeepFakes. In essence, DeepFakes are regenerated
content made by changing particular DNN model elements. In this study, a summary of DeepFake
detection methods for images and videos involving faces will be given based on their effectiveness,
outcomes, methodology, and type of detection method. We will analyze and categorize the many
DeepFake-generating techniques now in use into five primary classes. DeepFake datasets are fre-
quently used to train and test DeepFake models. We will also cover the latest developments in
DeepFake dataset trends that are currently accessible. We will also examine the problems in building
a generalized DeepFake detection model. Lastly, the difficulties in creating and identifying DeepFakes
will be covered.
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1. Introduction

The necessary detection of fake documents is not a new problem. This problem
has persisted for a while. In previous document legitimation processes, which involved
investigation, verification, and proofreading, digital data played no significant role. Digital
data are hard to ignore given the recent explosion in Internet use and applications in medical
imaging, legal forensics imaging, digital marketing, and sensitive satellite image processing.
Furthermore, the proliferation of digital data for a range of uses is encouraging an increase
in criminal activities. In this particular context, trends point to significant risks and a decline
in the reliability of digital data. These days, it is also critical to verify digital papers and
ascertain whether the acquired digital data are authentic or have been falsified. Research
on multimedia forensics has been conducted for at least 15 years, with contributions
from government agencies, large IT companies, and academic institutions. Thanks to the
methodologies used in research and benchmark datasets, important insights have been
obtained. Digital media confirmation can guarantee that the digital, semantic, and physical
domains are all preserved, as it is widely acknowledged that this methodology is extremely
effective [1]. In fact, it is increasingly displacing most other types of technology. DeepFakes,
incredibly realistic fake images and videos, may now be produced by combining deep
learning with computer vision techniques like autoencoders and GANs. An image or video
can be altered by an attacker or even a non-technical machine learning user by changing
its content. This technique, called DeepFakes—a play on the phrases “deep learning” and
“fakes”—creates a new version that is exactly the same for both computers and humans.
People’s trust in digital media content has been weakened by the emergence of DeepFakes
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since they can no longer trust the visuals they are seeing. Research on recognizing or
detecting fabricated or modified media is regarded as traditional research when deep
learning is not used [2].

2. Literature Review

A unique type of deep-learning architecture that has drawn a lot of interest in computer
vision and robotics is CNN, also known as ConvNet. In 1979, Kunihiko Fukushima
proposed neocognitron, a concept that would eventually be referred to as the precursor
to CNNs. Additionally, Le-Cun et al. detailed the design of CNNs and subsequently
presented an upgraded version. It was discovered that a CNN that had been constructed,
named LeNet-5, could categorize handwritten numbers. Popular architectures from 2012 to
2015 are analyzed. As well as their fundamental elements uses are covered in convolution
neural networks. Three different types of layers make up the fundamental framework
of a CNN model: convolutional, pooling, and fully connected [3]. The CNN model’s
fundamental structure is shown in Figure 1. Feature extraction is the convolution layer’s
main function. The feature map is created during the convolutional process by applying
an array of integers (kernel) across inputs (tensor). Each kernel element and the input
tensor are elementwise multiplied to create a feature map, and the outputs are then added
to determine the kernel element. To create the components of the feature map for that
kernel, the kernel convolves over each element on the input tensor. By using several
kernels to accomplish the convolution operation, an infinite number of feature maps may
be produced.

Tool Accuracy Speed User-friendliness Scalability Integration
Sensity Al High Fast Easy High APIl, SDK

Trupic High Fast Easy High API
D-DlI High Fast Easy High API
Deeptrace High Fast Moderate High API
DeepSecure.ai High Fast Easy High API
iProov High Fast Easy High API
Blackbird Al High Fast Easy High API
XRVision High Fast Easy High API
Sentinel High Fast Easy High API
Amber High Fast Easy High API

FaceForensics++ High Fast Easy Low Open-source

FakeSpot Moderate Fast Easy High Web-based

Figure 1. The CNN model’s fundamental structure.

A RNN is a neural network where the input for the subsequent phase is taken from
the output of the preceding step. Typically, neural networks have independent inputs
and outputs; however, there are circumstances where past words are required, like when
predicting a phrase’s next word, and so, the prior words must be retained. As a result, RNNs
were developed, solving the issue by using a hidden layer. Most importantly, RNNs have a
hidden state that retains specific information about a sequence. Every calculation-related
piece of information is stored in a RNN'’s “memory.” Since this memory generates the same
result by carrying out the same task on all inputs, it uses the same parameters for each input.
This approach reduces the parameter complexity compared to other neural networks. Long
short-term memory (LSTM) [4], which manages long-term dependencies, was proposed in
1997 by Hochreiter and Schmidhuber for cases where there is a significant gap between the
pertinent input data. Since LSTM achieves almost all of the fascinating results based on
RNN, it has been the center of attention in terms of deep learning. Recurrent cells, whose
states are influenced by both past states and present input via feedback connections, make
up the recurrent layers, sometimes referred to as hidden layers in RNNs [5].

3. Methodology

In order to assess geographical features, increase detection effectiveness, and strengthen
overall DeepFake recognition capabilities, this approach makes use of pre-existing DNN
models. All of these techniques are data-driven. Nevertheless, very few research have
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evaluated the durability of these DNN-based detection techniques against adversarial
attacks, and none of them are immune to them. Three different kinds of studies employ
DNN:s to find DeepFakes [6]. Existing DNN models are refined for enhanced detection
performance; artifact hints are scrutinized, and multiple dataset types are trained for en-
hanced generalization performance in a face-swapping-based CNN and LSTM detection
technique. Frame-level features are extracted using InceptionV3 (CNN), and the CNN
output is then transferred to LSTM to create a sequence descriptor for classification. The
model’s maximum accuracy in determining if a video is a DeepFake or clean is more than
97%. A capsule network was created to address problems related to computer vision and
digital forensics. It is used to detect forged images and videos in a variety of forging
scenarios, such as replay attack detection and (partial and whole) computer-generated
image/video detection. It has recently been shown that hierarchical pose connections
between object components can be described using a capsule network based on a dynamic
routing algorithm [7].

4. Results and Comparison

To my most recent knowledge, updated in January 2022, DeepFace, which employs a
deep learning Convolutional Neural Network (CNN) model, achieved impressive results
in facial recognition accuracy. It claimed a high accuracy rate, even comparable to human
performance in certain datasets. However, it is important to note that technology evolves
rapidly, and new research or updates may have emerged since then. For the latest and
most accurate information, I recommend checking recent research papers, articles, or of-
ficial documentation related to DeepFace and advancements in deep learning for facial
recognition [8]. DeepFace, developed by Facebook, is a facial recognition system that
utilizes deep learning algorithms. Discussions around it often involve privacy concerns,
ethical considerations, and the potential misuse of facial recognition technology. Addi-
tionally, there is ongoing research to improve accuracy, address biases in the algorithms,
and ensure compliance with regulations. The broader discourse encompasses the balance
between technological advancements and the need to safeguard individual rights and
societal values [9].

5. Conclusion and Future Enhancement

An extensive investigation of DeepFake, a popular and contemporary method, is
presented in this article. It describes the principles, benefits, and dangers of DeepFakes
and DeepFake applications based on GANSs [10]. Moreover, DeepFake detection models
are also discussed. Since most deep learning-based detection methods currently in use are
not transferable or generalizable, multimedia forensics may still be in its early stages [11].
Considerable interest has been exhibited by numerous important organizations and people
pushing applied approaches [12]. Additional security measures are required because it still
takes a lot of labor to preserve data integrity. In Al vs. Al battles where no side has the
upper hand, experts also forecast a new wave of DeepFake propaganda [13].
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