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Abstract: Modern power systems are growing in complexity due to the installation of large generators,
long transmission lines, the addition of inertialess renewable energy resources (RESs) with zero inertia,
etc., which can all severely degrade the system frequency stability. This can lead to under-/over-
frequency load shedding, damage to turbine blades, and affect frequency-sensitive loads. In this study,
we propose a methodology to improve the two critical frequency stability indices, i.e., the frequency
nadir and the rate of change of frequency (RoCoF), by formulating an optimization problem. The size
and placement location of battery energy storage systems (BESSs) are considered to be the constraints
for the proposed optimization problem. Thereafter, the optimization problem is solved using the three
metaheuristic optimization algorithms: the particle swarm optimization, firefly, and bat algorithm.
The best performing algorithm is then selected to find the optimal sizing and placement location of
the BESSs. The analyses are all performed on the IEEE 9-bus and IEEE 39-bus test systems. Several
scenarios which consider multiple generator outages, increased/decreased loading conditions, and
the addition of RESs are also considered for both test systems in this study. The obtained results
show that under all scenarios, the proposed method can enhance system frequency compared to
the existing method and without BESSs. The proposed method can be easily upscaled for a larger
electrical network for obtaining the optimized BESS size and location for the improvement of the
system frequency stability.

Keywords: bat algorithm; load shedding; metaheuristics; nadir; RoCoF

1. Introduction
1.1. Motivation

The system frequency is an important system health parameter, and the lack of
maintaining it within its limits may damage turbine blades, cause load shedding, affect
frequency-sensitive loads, cause time errors in measurement systems, and even cause major
blackouts [1]. Moreover, recently, the proliferation of renewable energy sources (RESs)
can reduce the system inertia (owing to the displacement of conventional power plants)
and may not provide primary and secondary frequency support, which may result in the
frequency degradation of the system. Frequency stability refers to the ability of a power
system to maintain a steady frequency following a severe system upset, which results
in a significant imbalance between generation and load [2]. Recently, in many countries,
there has been a growing focus on enhancing frequency stability through the installation
of energy storage systems (ESSs) [3,4]. ESSs can provide inertial support and help in the
primary frequency response of the system, which helps to limit load shedding and other
frequency-related issues [5].
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1.2. Related Works

Frequency stability is highly impacted by the share of RESs in the electricity grid.
Recent research has identified a growing emphasis on power generation from intermittent
RESs. In the global context, the interconnection of wind power plants in the energy grid
is significantly elevated, according to the authors of [6]. To assess the volatile adequacy
of wind power plants, Facchini employed a hybrid model to simulate the cross-correlated
components of wind velocity [7]. In a similar way, the need to consider the voltage
and frequency dependence of complex loads for a transient analysis were highlighted
in [8]. In recent years, numerous studies have emphasized the importance of ESSs for
maintaining power system frequency stability. A comparative analysis between a bulk ESS
and a distributed ESS across various levels of RES penetration within an IEEE 16-machine
large-scale network is discussed in [9]. Their study revealed that the bulk ESS provides
superior frequency support when the RES penetration is high, while there is no noticeable
distinction between the bulk and distributed ESSs at lower penetration levels. Furthermore,
the study found that the frequency nadir was reduced when using the distributed ESS
compared to the bulk ESS. This reduction was attributed to the fact that the distributed
ESS supplied less active power for the same ESS storage capacity. In a similar manner,
a 50 MW flywheel energy storage (FES) system underwent testing within the Northern
Chile Interconnected System (NCIS) while connected to the Argentinian Interconnected
System (AIS). The primary objective was to assess its efficacy in providing support for
primary frequency regulation and to analyze its impact on system stability. This assessment
involved the utilization of a small-signal analysis and time domain simulations. The
study included an examination of the eigenvalues and sensitivity pertaining to the inter-
area mode to pinpoint the optimal installation site for the FES plant. The findings were
corroborated across various operational scenarios involving wind and solar power. By
siting the FES plant in the most suitable location within the NCIS, the damping ratio of
the inter-area mode saw a significant improvement, increasing from 0.53% to 13.1% [10].
The researchers of [11] conducted an optimization study by employing a linear network-
reduced power system model within a 12-bus three-region power grid. They concluded
that frequency stability was not solely contingent on the total system inertia; it was also
influenced by the location of faults and the strategic allocation of additional inertia within
the power grid. Their research also unearthed another crucial insight, i.e., to alleviate the
impact of disturbances on the system, it was essential to position the ESS in a manner
that ensured the uniform distribution of inertia across all buses. For the best sizing and
positioning of an ESS, a case study was performed at an isolated section of the Mexican
power grid [12] that explored optimization techniques for determining the optimal size of
a BESS for grid stability. A study by [13] utilized the DIgSILENT PowerFactory software
to investigate the impact of load models on the frequency stability of a power grid. Their
research involved a modified version of a reduced-order equivalent model of the New
England Test System (NETS) and the New York Power System (NYPS). To achieve this,
they adopted a composite load model approach that incorporated a combination of static–
dynamic characteristics (30–70%) within the system. The static load modeling aspect was
further segmented into constant power and constant impedance load models, leading to an
examination of the following five distinct case study scenarios: fnadir values of 49.82 Hz for
the composite load (static + induction machine) (CMP), 49.83 Hz for the ZIP model, 49.8 Hz
for constant power with frequency dependence, 49.78 Hz for constant power (PL), and
49.86 Hz for constant impedance (ZL). The researchers of [14] introduced simplified linear
models for evaluating frequency stability. The primary goal in their study was to develop
a simplified linear model that accurately represented the dynamic relationship between
power and frequency within the system, encompassing both conventional and converter-
based power generation units. To verify the model’s accuracy, it underwent validation
using an IEEE 39-bus system. In the context of the Indonesian grid, a technique reliant
on discrete Fourier transform (DFT) was utilized to determine the optimal battery energy
storage system (BESS) capacity for varying power generation levels [15]. A sensitivity
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study for decreasing transmission line loading using an ESS was presented in [16]. The
size and position of the ESS in the transmission network was determined to minimize the
frequency deviation and the RoCoF following a power disturbance. A recent case study on
an Australian island proposed a methodology for the optimal sizing of a BESS to improve
the frequency response of isolated microgrids [17]. This method can be extended and
replicated to grid size BESS optimization. The researchers of [18] conducted an evaluation
of the Israeli power grid, characterized by the significant presence of renewable energy
sources and energy storage systems. Their study delved into the influence of the placement
and scale of renewable energy sources and energy storage systems on the power grid.
Additionally, their research demonstrated that the stability of the grid’s frequency was
contingent upon the degree of RES penetration. Moreover, their findings indicated that
the impact of these factors is projected to diminish by 2025 compared to the conditions
in 2019. This reduction is attributed to the more uniform distribution of inertia in scenarios
where storage systems are located in close proximity to the renewable energy sources. In
the same way, the authors of [19] proposed a methodology for improving the frequency
nadir using the optimal size of hybrid energy storage systems (HESSs). In addition, the
study discussed in [20] conducted an examination of the positioning of a BESS within the
power grid. A thorough comparison between placing the BESS close to the generation
side and placing it near the load side revealed that the grid’s frequency stability improved
when the BESS was connected closer to the load or consumer’s side. The researchers
in [21] conducted a study that presented a two-step approach that utilized the frequency
dynamic signature (FDS) and the step reduction iterative algorithm (SRIA) for identifying
the optimal placement locations for an ESS. Collectively, these investigations underscore
the essential role of ESSs in preserving frequency stability. In the same vein, a pioneering
binary grey wolf multi-objective optimization algorithm was introduced to address the
placement location and sizing of BESSs within power systems. This algorithm employs
binary decision variables to identify the optimal placement locations at specific buses, as
detailed in [22]. The objective function is defined with respect to the voltage deviation
and frequency response, and the outcome shows that the test system’s frequency nadir
increases and the RoCoF decreases. The authors of [23] proposed a method to find the
optimal location and size of BESSs and used it with a demand response program to improve
power system frequency control. However, they only solved the proposed method with
a genetic algorithm that did not guarantee the optimal solution. Moreover, the work
was conducted in a two-area system. A recent examination given in [24] evaluated the
utilization of metaheuristic optimization algorithms for addressing power system issues.
The review identified that, over the past few years, a broad range of algorithms has been
utilized for resolving such problems. Nevertheless, the authors did not include any studies
on the application of metaheuristics in the context of frequency stability. All the reviewed
literature has discussed the applications of BESSs for the enhancement of frequency stability.
However, none of the work has discussed a method to optimally size the BESSs, as well
as their placement location in a large power system network. Furthermore, in this study,
we do not find the BESS placement by approximating using a linearization approach, as
discussed in [21], as the power system is nonlinear and the obtained location may not be
optimal. Similarly, in this study, we utilize multiple metaheuristic optimization algorithms
to solve the proposed method, since solving using a single algorithm, as depicted in [22,23],
does not provide the information to confirm that the obtained solution is truly optimal. A
brief comparison of the proposed work with the related works is given in Table 1.
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Table 1. A comparison of the proposed work with related works (
√

= considered; × = not considered).

Refs.
BESSs

Method Remarks
Size Location

[9,18,20]
√ √

Random Unoptimized
[10]

√
× Eigenvalue

[12,14]
√ √

Metaheuristics Isolated microgrid
[16]

√
× One metaheuristic Location obtained using sensitivity

[17]
√

× One metaheuristic Isolated microgrid
[19]

√
× Mathematical optimization

[21]
√ √

Iterative algorithm Location based on linearization technique
[22]

√ √
One metaheuristic Only weak buses are considered for placement

[23]
√ √

One metaheuristic Simplified model, i.e., two-area model

Proposed method
√ √

Three metaheuristics Detailed model, location, and sizing calculated
using no linearization approximation

1.3. Contributions of This Paper

The major contributions of this paper are as follows:

• The proposal of a methodology based on optimization to locate (considering all power
system buses) and size BESSs for the enhancement of the system frequency stability
indices, i.e., the frequency nadir and RoCoF.

• The application of three metaheuristic optimization algorithms to solve the proposed
optimization problem and selection of the best performing algorithm for the proposed
method. The optimization is solved using the approach of co-simulation between
DIgSILENT and MATLAB.

• The detailed analysis of the frequency stability indices under different scenarios, such
as different large generator outages, RES penetrations, and load variations, in two test
systems, i.e., the IEEE 9-bus system and the 39-bus system.

1.4. Paper Organization

This paper is organized as follows: Section 1 describes the introduction and contribu-
tion of this study. Section 2 provides the theoretical background to understand this study,
followed by Section 3, which describes the proposed methodology, the optimization formu-
lation and solution adoption. Section 4 provides the results, followed by the conclusions of
this study in Section 5.

2. Theoretical Background
2.1. Frequency Stability Indices

The dynamics of a power system can be understood from the swing equation as:

2Heq
d∆ω

dt
= ∆Pm − ∆PL = ∆Pm − ∆PG − D.∆ω (1)

where Heq signifies the equivalent inertia constant of the entire system, ∆Pm gives the per
unit change in mechanical power, and ∆PL is the change in electrical power. The power
due to the frequency-dependent characteristics of loads is indicated by the term D.∆ω; so,
∆PG represents the rest of the non-frequency-sensitive loads.

The system’s frequency following a change in load is given by the governor and load
damping characteristics, as shown in Figure 1.

The frequency nadir and RoCoF are generic indicator terms that are used to define a
system’s frequency strength. The frequency nadir is the minimum point in the frequency
deviation during the disturbance period. The frequency nadir can be calculated from the
frequency deviation (difference between the nominal frequency and minimum attained
frequency) during generator outages, and it plays a significant role in power systems.
A larger frequency deviation leads to more stages of under-frequency load shedding,
resulting in the loss of a large number of consumers, and thus negatively impacting
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the power system’s reliability. The frequency nadir depends on the primary frequency
response and equivalent system inertia (Heq) [25]. The RoCoF represents the robustness of
the electrical grid. Generally, it is the time derivative of the electrical frequency of a power
system given by [26]:

RoCoF =
∆Pd. f0

2Heq
(2)

where ∆Pd gives the size of power disturbance in p.u. and f0 is the nominal system
frequency in Hz. The equivalent inertia, Heq, is generally expressed in seconds. Therefore,
in the transient frequency stability analysis, the RoCoF signifies df/dt measured in Hz/s.

Figure 1. The determination of the system’s frequency.

The power system’s steady-state frequency is almost constant. However, after an
event, the frequency of each generator changes from the nominal frequency ( f0) to a new
local frequency ( fk). Therefore, the behavior of the system during the transient period
can be understood with the center of inertia frequency ( fCOI). In general, the fCOI of an
interconnected system is computed using the weighted-average method as in [20]:

fCOI =
∑N

k=1 Sk.Hk. fk

∑N
k=1 Sk.Hk

(3)

where N represents the total number of generators connected in the power system network,
fk is the frequency of each of the individual generators, Sk denotes the apparent power
rating of the synchronous machines, and Hk is the inertia time constant of these generators
in seconds. The term fCOI can be used interchangeably with f0 for systems operating at a
steady condition.

2.2. Battery Energy Storage Systems

A model of the BESS used in this study is shown in Figure 2. The BESS consists
of a battery, charge controller to keep the battery charging and discharging within the
limits, measurement blocks (voltage, active-reactive power, and frequency), etc. The central
controller is a PQ controller which controls the active and reactive power exchange from
the BESS [27]. The active power is controlled using Idref and the reactive power is controlled
using Iqref. These values are given to the PWM converter via the charge controller which
basically exchanges the required active and reactive power set by the PQ controller.

The BESS controller also consists of a frequency controller which changes the active
power reference given to the PQ controller based on the system frequency deviation and
the droop setting [28]. The structure of the frequency controller is shown in Figure 3.

In this study, the battery model assumes the terminal voltage of the battery as a
function of the state of charge (SoC ), internal resistance (R int), and the battery capacity
(C bat). Assuming the battery capacity to be constant, the model used in this work can be
understood using the general relationship between the terminal voltage, state of charge,
and battery current as:
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Vt = [SoC. VMax + (1 − SoC).VMin]− I.Ri (4)

where Vt is the terminal voltage; SoC is the state of charge; I is the battery current; Ri is
the internal resistance; and VMax and VMin correspond to the voltages during fully charged
and discharged conditions, respectively.

Figure 2. BESS model.

Figure 3. The structure of the BESS frequency controller.

While the battery supplies the power to the grid, the value of SoC decreases, the SoC
for the discharging condition can be estimated by the following relation:

SoCt = SoCt−1 −
∫ t

0

I
Cbat

. dt (5)

where SoCt is the battery state of charge at time t, SoCt−1 is the initial state of charge
expressed in %, I is the charge/discharge current measured in A, t is time measured in s,
and Cbat is the battery capacity in Ah. A detailed table showing the values of parameters
used for BESS modeling is presented in Table A1.

3. Proposed Methodology

The proposed methodology, for this study, is shown in Figure 4. In the first stage, the
components of the power systems (IEEE 9-bus system and IEEE 39-bus system) are modeled,
i.e., excitation system, governor, machine dynamics, BESSs, line and load parameters, etc.
Then, an optimization problem is formulated in which the major objective is to maximize
the system’s frequency nadir with the location and size of the BESSs, SoC limits of the
BESSs, and the RoCoF limits being the constraints. Then, this optimization problem, which
is nonlinear and non-convex, is solved using metaheuristic optimization algorithms. This
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study uses three established swarm-based optimization algorithms, namely, particle swarm
optimization (PSO), bat algorithm (BA), and firefly algorithm (FA), because there is no
single algorithm that provides the best solution as it is problem-dependent. Since the
optimization problem involves both continuous (battery size) and discrete (battery location:
yes or no) constraints, all the utilized optimization algorithms are modified to incorporate
them. More details regarding this can be found in Section 3.2. All of the algorithms are
coded and solved in MATLAB for this study. Then, the result from the best-performing
algorithm is used to obtain the final size of the BESS and the locations that can enhance the
system’s frequency stability.

Figure 4. The proposed methodology to find the optimal location and size of the BESSs.

3.1. Formulation of the Optimization Problem

As this study is related to improving the frequency stability of a grid with the inte-
gration of a BESS, the two stability indices fnadir and RoCoF play a key role. Therefore, the
overall optimization problem can be represented as an objective function:

Maximize : fnadir (6)

Subjected to:
BESSMin ≤ BESSi ≤ BESSMax (7)

Bus1 ≤ Loci ∈ {0, 1} ≤ BusN (8)

N

∑
i=1

BESSi.Loci ≤BESSlimit (9)

RoCoFMin ≤ RoCoF ≤ RoCoFMax (10)

SoCMin ≤ SoCi ≤ SoCMax (11)

where BESSi is the size of the BESS to be installed at the ith bus (expressed in MW). Equation
(7) limits the maximum power of the BESS that can be integrated into any power system
bus. The total number of system buses selected as the potential locations for the placement
of the BESS is designated as Loci, which should range between Bus1 and BusN , as in (8).
The product of BESSi and Loci is utilized to calculate the size of the BESS required for every
ith bus. As a result, the total sum of the BESS integrated into the grid should not exceed
BESSlimit, i.e., the maximum allowable BESS penetration limit. The RoCoF is determined
using fCOI according to (3). The limits for RoCoF are demonstrated in (10), which should
lie within the range ±1.5 Hz/s (for 60 Hz system), i.e., 0.0025 p.u./s [29]. The constraint for
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the battery’s state of charge is listed in (11). To extend the battery life, the SoC should have
a value between SoCMin and SoCMax (particularly in the range from 0% to 100%).

3.2. Metaheuristic Optimization Algorithms

As discussed above, the formulated optimization problem is nonlinear and non-
convex, and hence metaheuristic optimization algorithms were used in this study; meta-
heuristic algorithms are able to find good final solutions for such complex optimization
problems [30]. This paper utilizes three popular swarm-based optimization algorithms,
which are briefly described below.

3.2.1. Particle Swarm Optimization

PSO, originally invented by Kennedy and Eberhart in 1995, is a widely used population-
based search algorithm that mimics the social behavior of flocking birds to solve an
optimization problem [31]. The particles move in such a way that it converges to an
optimal solution.

The position (pi) and velocity of each particle is:

si
k+1 = ω.si

k + α.r1

(
pbesti

k − pi
k

)
+ β.r2

(
gbesti

k − pi
k

)
(12)

pi
k+1 = pi

k + si
k+1.t (13)

where r1 and r2 are random numbers between 0 and 1, ω is the inertia weight, α and β are
the learning factors that adjust the step length of each iteration.

The particle which provides the best fitness value is selected as the final solution. As
the proposed optimization problem also requires a discrete evaluation (BESS location), the
method proposed in [32] is used for this purpose. The position p is given by:

BESS11 BESS12 BESS13 · · · BESS1m : Loc11 Loc12 Loc13 . . . Loc1m
BESS21 BESS22 BESS23 · · · BESS2m : Loc21 Loc22 Loc23 . . . Loc2m
BESS31 BESS32 BESS33 . . . BESS3m : Loc31 Loc32 Loc33 . . . Loc3m

...
...

...
. . .

... :
...

...
...

. . .
BESSn1 BESSn2 BESSn3 · · · BESSnm : Locn1 Locn2 Locn3 . . . Locnm

 (14)

Each row of the composite matrix denotes a candidate solution. The dimension of the
matrix is 2m, where m is equivalent to the number of power system buses in which BESSs
are to be placed. BESSn1 corresponds to the battery size at location 1 for the nth population
and Locn1 corresponds to the location of BESS1 (either 0 or 1) for the nth population.

3.2.2. Firefly Algorithm

The FA was developed by Yang in 2008 is a nature-inspired algorithm that mimics the
flashing characteristics of tropical firefly species. The fireflies are attracted towards the ones
with the highest brightness, i.e., the highest fitness value, and this movement is given by:

pi
k+1 = pi

k + βe−γr2
(pa − pb) + αεi (15)

In this paper, the method proposed in [33] is used for discrete optimization with the FA.

3.2.3. Bat Algorithm

The BA, developed by Xin-She Yang in 2010 [34], is a bio-inspired metaheuristic algorithm
that finds the solution based on the echolocation behavior of microbats. The bats’ echolocation
frequency is given by (16) and the movement of the bats is given by (17) and (18), as follows:

Ei = Emin + [Emax − Emin] ∗ β (16)

si
k+1 = si

k +
[

pi
k+1 − pbest

]
∗ Ei (17)
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pi
k+1 = pi

k + si
k+1 (18)

where β ∈ [0, 1] is the random number obtained from the uniform distribution and xbest
is the current global best location of the bats. The method proposed in [35] is used in this
study to solve the discrete BA optimization.

3.3. Solving the Optimization Problem

The optimization problem was solved by performing a co-simulation between the
MATLAB and DIgSILENT PowerFactory software. The operations related to power system
modeling, time domain simulation, and result variable extraction are performed using
DIgSILENT, while MATLAB automates the operations and integrates the optimization.
Figure 5 illustrates the step-by-step methodology of the process.

Figure 5. Co-simulation of the MATLAB 2021 and DIgSILENT PowerFactory 15.1 software to solve
the proposed method.

MATLAB is operated first to initiate the optimization problem, where the swarm
sizes are initialized based on the population size (40 in this study). These initial swarms
represent the battery location and sizes and are sent to DIgSILENT to conduct the electrical
analysis. The electrical analysis commences with the execution of load flow and time do-
main simulations, after which the system’s COI frequency and RoCoF are calculated. Then,
this information is transmitted to MATLAB via a text file, where it is utilized to determine
the initial fitness values. Next, the optimization algorithm enters the main iteration loop,
which continues until the maximum iteration count is reached (50 in this study). The
swarm locations are subsequently moved based on the equations for PSO, FA, and BA,
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i.e., (13), (15), and (18), respectively. A new fitness value is calculated using DIgSILENT
PowerFactory 15.1, and the values of the constraints (RoCoF and BESS penetration limit)
are checked. If any violation is detected, a negative value is assigned to the fitness of
that particular swarm. This negative value ensures that the swarm is not used for further
updates, as it represents a bad solution for the proposed optimization problem, which is of
a maximization nature. Then, the iteration proceeds to the next iteration and stops when
the maximum iteration count is reached. Additionally, in this paper, we employ another
stopping criterion, i.e., if the same value of the fitness function persists for a continuous
period of ten iterations, the loop breaks. This is performed to decrease the computational
time. This study utilizes MATLAB 2021 to solve the proposed method. All metaheuristic
optimization algorithms used in this study are modified from the original and simple
algorithm provided in [30]. The values of parameters used in the optimization process are
given in Table A2.

4. Results

This section provides the test results on two standard network models, i.e., the IEEE
9-bus system and the IEEE 39-bus system.

4.1. Analysis of the IEEE 9-Bus System

For the initial study, the proposed methodology was applied on a small test system
network, i.e., the IEEE 9-bus system [36]. The test network comprises three generators
and three loads; the reference generator G1 is connected to bus 1, and buses 2 and 3 are
connected to generators G2 and G3, respectively. The system has four voltage levels:
13.8 kV, 16.5 kV, 18 kV, and 230 kV. Every HV bus is considered to be a load bus, since
every load is connected to the HV network. The governor and AVR parameters are set to
standard values for the IEEE 9-bus system. A standard BESS template with a battery model,
charge controlling unit, and frequency controller, as available in DIgSILENT PowerFactory,
is used for the BESS-based study [27].

4.1.1. Analysis under Contingency Condition

In order to calculate the optimal size of the BESS at the optimal location, the proposed
method considers three metaheuristic optimization algorithms; each of these algorithms
is initialized with 40 populations and 50 iterations and is independently run five times.
All the computations were performed on an ASUS Windows 11 PC with a 2.38 GHz AMD
Ryzen-5 4500U processor and 7.42 GB RAM.

The results obtained after the optimization are presented in Table 2. From these results,
we can see that the mean frequency nadir for the BA is 58.2723 Hz, which signifies a
higher frequency nadir value compared to that of the other two methods. The convergence
characteristics are demonstrated in Figure 6. The details of the optimal location and sizing of
the BESSs are given in Table A3. The independent run where the fitness function (objective
function) value is found to be maximum with the BA is used for the final selection of
the BESS location and sizes for the proposed method. The results obtained using other
algorithms are shown in Tables S1 and S2 in the Supplementary File. In addition, in this
study, we also used the method proposed by the authors of [22] for comparison purposes.
The method is based on locating BESSs at the three most-weak buses (according to the short
circuit ratio (SCR)) and performing optimization on these fixed locations to find the sizes
using metaheuristic optimization algorithms.

Table 2. The performance of the metaheuristic algorithms on the IEEE 9-bus system.

Performance Metrics PSO FA BA

Mean 58.2681 Hz 58.1926 Hz 58.2723 Hz
Median 58.2772 Hz 58.2038 Hz 58.2760 Hz
Standard deviation 0.0268 Hz 0.0126 Hz 0.0172 Hz
Average computation time 40 min 52 s 33 min 23 s 23 min 24 s
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Figure 6. The convergence characteristics of the metaheuristic algorithms on the IEEE 9-bus system.

To analyze the COI frequency response for the contingency condition, an under-
frequency event (outage of generator “G3”) was created at 5 s, and the simulation was run
for a time span of 25 s, as shown in Figure 7. According to the analysis of the frequency
response of the system for the base case (no BESSs), the values of fnadir and RoCoF were
found to be 57.8612 Hz and 1.0022 Hz/s, respectively.

Figure 7. Frequency response following loss of generator G3.

The system’s frequency nadir was 58.2732 Hz with the proposed method and implies
a frequency excursion of only 1.7268 Hz, which was previously 2.1453 Hz (base case). In
addition, the RoCoF was decreased to 0.8244 Hz/s from 0.9909 Hz/s (base case). The
system appeared to be stable even after the application of BESS. The simulation for a longer
time is presented in Figure S1 in the Supplementary File.

For further validation of the obtained results, this study applied another active power
disturbance, i.e., the outage of generator “G2”, and the obtained result is plotted in Figure 8.
The proposed method also provides better frequency support under this scenario, with the
fnadir value of 55.6914 Hz. The value of fnadir is determined by first calculating the COI
frequency given by Equation (3) considering all generators taking the 25 s period window.
This is better than the compared method and without any BESS support. In addition, the
initial RoCoF of 1.9526 Hz/s is reduced to 1.7855 Hz/s with the proposed method and is
slightly better than 1.7962 Hz/s which is obtained using the SCR method.
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Figure 8. Frequency response following loss of generator G2.

In this paper, we propose a methodology to improve system frequency stability by
optimizing the size and location of battery energy storage systems (BESSs) using meta-
heuristic optimization algorithms. This study focuses on enhancing two critical frequency
stability indices, i.e., the frequency nadir and rate of change of frequency (RoCoF).

The proposed method is tested on the IEEE 9-bus system and the IEEE 39-bus system,
considering various scenarios such as multiple generator outages, increased/decreased
loading conditions, and the addition of renewable energy resources (RESs). The results
show that the proposed method consistently enhances system frequency compared to an
existing method and without BESSs, under all the tested scenarios.

A summary of the values of the stability indices for the different contingencies is given
in Table 3.

Table 3. Frequency stability indices for different generator contingencies in the IEEE 9-bus system.

Scenario

Outage of G3 Outage of G2

fnadir
(Hz) RoCoF (Hz/s) fnadir

(Hz) RoCoF (Hz/s)

Proposed method 58.2732 0.8244 55.6914 1.7855
SCR method 58.2431 0.8347 55.6657 1.7962
Without BESS 57.8547 0.9909 55.2096 1.9526

4.1.2. Analysis under Increased/Decreased Load Conditions

To evaluate the frequency stability under light-/heavy-load conditions, a consistent
−5%/5% change in power was imposed on all loads with the outage of G3. Figures 9 and 10
provide the time domain simulation results under this scenario. The results from the SCR
method and the proposed method both provide similar frequency stability enhancements
under these conditions compared to no installation of BESSs.

4.1.3. Analysis under Renewable Energy Resource Penetration

To evaluate the impact of an RES on frequency stability, the generating plant G2 of
163.2 MW connected to bus 2 was replaced with a doubly fed induction generator (DFIG)-
based wind generator of equal capacity. The standard template of the DFIG available in
DIgSILENT is used for this purpose. The frequency response for the outage of generator
G3 is shown in Figure 11. The result shows that the proposed method also provides a
satisfactory enhancement of the frequency under this scenario.
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Figure 9. Frequency response following loss of G3—decreased load.

Figure 10. Frequency response following loss of G3—increased load.

Figure 11. Frequency response following loss of G3—RES penetration.
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Table 4 presents the fnadir and RoCoF values for various operating scenarios for the
failure of G3.

Table 4. Frequency stability indices for various scenarios with the outage of G3.

Scenario

Decreased Load Increased Load RES Penetration

fnadir
(Hz)

RoCoF
(Hz/s)

fnadir
(Hz)

RoCoF
(Hz/s)

fnadir
(Hz)

RoCoF
(Hz/s)

Proposed method 58.2233 0.8442 58.3293 0.8052 57.6977 1.1387
SCR method 58.1937 0.8542 58.2987 0.8121 57.6567 1.1476
Without BESS 57.7824 1.0196 57.9328 0.9592 57.1266 1.4007

To analyze the performance of the BESS, its parameters such as SoC and injected active
power (MW) were also analyzed. Figure 12 shows the active power output and SoC of a
BESS connected at bus 9. The plot shows that the SoC of this BESS lies within the limits.

Figure 12. Power and SoC of BESS connected at bus 9.

4.2. Analysis of the IEEE 39-Bus System

As part of the second phase of our study, the New England Test System, i.e., the IEEE
39-bus system, was considered [36]. This test network consists of 10 generators (from G 01
to G 10) and 19 loads connected by 34 branches of transmission lines. Generator G 01 is the
largest generator of the system, which is equivalent to the U.S.A. interconnection tie line
power exchange, and G 02 is the reference bus. The parameters of AVR and the governors
are taken from the data sheet of the IEEE 39-bus system. The limits for (7) were chosen
such that the BESS at each individual bus did not exceed 50 MW [3].

4.2.1. Analysis under Contingency Condition

First, the proposed method was tested using three metaheuristic optimization tech-
niques with 40 populations and 50 iterations. Five rounds of optimization were performed.
Figure 13 illustrates the convergence characteristics for the three algorithms.

Table 5 demonstrates the performance of the optimization algorithms in terms of vari-
ous statistical indicators. As observed from the convergence plots and tabular comparison
of algorithms, the bat algorithm provides the highest mean with a low standard deviation.
Consequently, the bat algorithm was chosen to be applied with the proposed method. The
optimal BESS location and size for this test system is given in Table A4. The indepen-
dent run, where the fitness function (objective function) value is found to be maximum
with the BA, is used for the final selection of BESS locations and sizes for the proposed
method. The results obtained using other algorithms are listed in Tables S3 and S4 in the
Supplementary File.
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Figure 13. The convergence characteristics of the metaheuristic algorithms on the IEEE 39-bus system.

Table 5. The performance of the metaheuristic algorithms on the IEEE 39-bus system.

Performance Metrics PSO FA BA

Mean 58.3395 Hz 58.2239 Hz 58.4220 Hz
Median 58.3682 Hz 58.2250 Hz 58.4380 Hz
Standard deviation 0.1338 Hz 0.0043 Hz 0.0345 Hz
Average computation time 1 h 14 min 2 h 13 min 1 h 33 min

The outage of the system’s largest generator of 1000 MW was introduced at 5 s to
obtain the frequency response of the system. Figure 14 shows the obtained results; it can
be seen that the value of fnadir is 55.9257 Hz and the RoCoF value is 0.2365 Hz/s without
any BESSs. This situation is improved with the SCR method and is much better with the
proposed method.

Figure 14. Frequency response following loss of G 01.

In order to perform further validation, outages of generator G 09 (830 MW) and a
650 MW generator (G 03), which represent the second and third largest generators, were
also performed separately, and the obtained results are summarized in Table 6. The results
show that the proposed method provides the best frequency stability enhancement under
all these different outages. The value of fnadir is calculated by first calculating the COI
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frequency given by Equation (3) considering all generators (except the outage generator)
taking the 90 s period window. The RoCoF value is also calculated using the COI frequency.

Table 6. The frequency stability indices for the different generator contingencies.

Scenario

Outage of G 01 Outage of G 09 Outage of G 03

fnadir
(Hz)

RoCoF
(Hz/s)

fnadir
Hz)

RoCoF
(Hz/s)

fnadir
(Hz)

RoCoF
(Hz/s)

Proposed method 58.4690 0.1365 58.5881 0.0576 59.2927 0.0401
SCR method 58.0426 0.1526 58.1974 0.0660 59.1060 0.0448
Without BESS 55.9257 0.2365 56.8440 0.1034 57.9580 0.0724

Figures 15 and 16 show the system frequency responses under the outage of genera-
tor G 09 and 03, respectively, at 5 s and the results show that the proposed method is able
to enhance the frequency stability indices much better than the other methods.

Figure 15. Frequency response following loss of G 09.

Figure 16. Frequency response following loss of G 03.
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4.2.2. Analysis under Increased/Decreased Load Conditions

This scenario analyzes the application of the proposed method under increased and
decreased load conditions. The loads are changed by ±5% (+ for increased and − for
decreased) with the outage of G 01.

The frequency responses in this particular scenario are shown in Figures 17 and 18
and a similar inference, as mentioned above, can also be made under this scenario. The
frequency response is unstable under the increased load condition (Figure 18) in the
absence of BESSs, and with the application of the SCR method, the system steady-state
frequency depends on the governor and load characteristics. The plot clearly shows that
the governor is unable to arrest the frequency decline when a large contingency occurs
under the increased load condition.

Figure 17. Frequency response following loss of G 01—decreased load.

Figure 18. Frequency response following loss of G 01—increased load.

4.2.3. Analysis under Renewable Energy Resource Penetration

The final scenario evaluates the application of the proposed method under RES pen-
etration. The nuclear power station G 08 connected to bus 37 was replaced with a non-
synchronous, DFIG-based wind generator of equal capacity. The standard model available
in DIgSILENT is used for this purpose [37]. Figure 19 depicts the frequency response under
the outage of generator G 01. Both the proposed method and the compared method provide
satisfactory results under this frequency excursion.
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Figure 19. Frequency response following loss of G 01—RES penetration.

Table 7 displays the values of fnadir and RoCoF corresponding to various operating scenarios.

Table 7. Frequency stability indices for various scenarios on outage of G 01.

Scenario

Decreased Load Increased Load RES Penetration

fnadir
(Hz)

RoCoF
(Hz/s)

fnadir
(Hz)

RoCoF
(Hz/s)

fnadir
(Hz)

RoCoF
(Hz/s)

Proposed method 58.1935 0.1524 56.0335 0.2227 57.7762 0.1643
SCR method 57.8197 0.1809 - - 57.6270 0.1677
Without BESS 56.2205 0.2795 - - 55.0238 0.2974

To better understand the behavior of the BESS controller, random checks on the SoC
and the active power dissipation of a BESS were performed. Figure 20 illustrates the power
and SoC levels for the BESS located at bus 02 during the disturbance. It can be seen that
the battery SoC lies within the limits under this scenario. Moreover, the results for the
voltage and angle were observed after the integration of BESS, the results are available in
Figures S2–S5 of the Supplementary File.

Figure 20. The power and SoC of the BESS connected at bus 02.

The proposed method can be easily adapted for application to any scale of power
systems. A larger test system simply means a greater number of bus locations, which can
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be easily adapted by increasing the constraint limit for the BESS location in the proposed
method, and vice versa.

5. Conclusions

This paper proposes a method based on optimization to find the placement loca-
tion and sizing of BESSs for the enhancement of the system’s frequency stability indices
fnadir and RoCoF. The proposed method is tested using three metaheuristic optimization
algorithms with the BA providing the best result for both test systems (the IEEE 9-bus
system and the IEEE 39-bus system). The proposed method performs well compared to the
conventional method for the improvement of the frequency stability.

The following are the key conclusions of this paper:

• The BA consistently exhibits the best performance compared to PSO and the FA, as
demonstrated by its attainment of a mean fitness value of 58.2723 Hz in the IEEE 9-bus
system, which is higher than 58.2681 Hz obtained with PSO, and 58.1926 Hz obtained
with the FA in the IEEE 9-bus system. Similarly, the mean fitness value with the BA is
58.4220 Hz, 58.3395 Hz with PSO, and 58.2239 Hz with the FA, when tested with the
proposed method in the IEEE 39-bus system.

• The proposed method results in the fnadir value of 55.6914 Hz and the RoCoF value
of 1.7855 Hz/s, which is better than the values of fnadir (55.6657 Hz) and RoCoF
(1.7962 Hz) obtained using the compared method under outage of the largest generator
in the IEEE 9-bus system.

• The fnadir value of 55.9257 Hz and the RoCoF value of 0.2365 Hz/s are observed when
the largest generator, G 01, experiences an outage in the IEEE 39-bus system. Using
the compared method, the fnadir and RoCoF values are 58.0426 Hz and 0.1526 Hz/s,
respectively. However, when the proposed method is applied, a better fnadir value of
58.4690 Hz and a better RoCoF value of 0.1365 Hz/s are obtained.

• The proposed method demonstrated improved frequency stability indices under
various scenarios, including variations in load conditions and the integration of wind
turbine generation, as compared to other methods, when tested on both the IEEE 9-bus
system and the IEEE 39-bus system.

The proposed method is based on conventional meta-heuristic optimization algorithms
and new algorithms may exist which may provide even better solutions. Our future work
will consider the sizing and location of BESSs under power system uncertainties, as well as
tests using new meta-heuristic optimization algorithms.

Supplementary Materials: The following supporting information can be downloaded at:
https://www.mdpi.com/article/10.3390/electricity5030033/s1, Table S1: Optimal size and location
of BESS using FA (IEEE 9-bus system); Table S2: Optimal size and location of BESS using PSO
(IEEE 9-bus system); Table S3: Optimal size and location of BESS using FA (IEEE 39-bus system);
Table S4: Optimal size and location of BESS using PSO (IEEE 39-bus system); Table S5: Overshoot
time for different generator contingencies in the IEEE 9-bus system; Figure S1: Frequency response
following loss of generator G3 for the IEEE 9-bus system; Figure S2: Rotor angle (in degrees)—under
disturbance condition [IEEE 9-bus system]; Figure S3: Bus voltage (in p.u.)—under disturbance
condition [IEEE 9-bus system]; Figure S4: Rotor angle (in degrees)—after BESS integration [IEEE
9-bus system]; Figure S5: Bus voltage (in p.u.)—after BESS integration [IEEE 9-bus system].
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Appendix A

Table A1. Parameters used for modeling the BESS.

PV Controller

Parameters Description Units Value

Tr Filter time constant, active power (s) 0.01
Trq Filter time constant, reactive power (s) 0.1
Kp Proportional gain-id-PI control (p.u.) 2
Tip Integrator time constant—ip control (s) 0.2
AC Deadband Deadband for proportional gain (p.u.) 0
Kq Proportional gain-iq-PI control (p.u.) 1
Tiq Integrator time constant—iq control (s) 0.002
id_min Minimum discharging current (p.u.) −1
iq_min Minimum reactive current (p.u.) −1
id_max Maximum charging current (p.u.) 1
iq_max Maximum reactive current (p.u.) 1

Battery Bank

Parameters Description Units Value

Cbat Battery capacity MWh 3 a, 50 b

SoCMin Minimum state of charge (%) 0
SoCMax Maximum state of charge (%) 1
SoCt−1 Initial SoC (%) 87 a, 95 b

Frequency Controller

Parameters Description Units Value

droop Full active power within 1 Hz/2 Hz 0.004
db Deadband for frequency control (p.u.) 0.0004

a—IEEE 9-bus system; b—IEEE 39-bus system.

Table A2. Parameters used in optimization algorithms.

Particle Swarm Optimization Algorithm

Parameters Description Value Range

n Number of particles 40
N_gen Number of generations 50
α Learning factor 0.2 0 ≤ α ≤ 2
β Learning factor 0.5 0 < β < 2
ω Inertia weight 0.5

Firefly Algorithm

Parameters Description Value Range

n Number of fireflies 40
MaxGeneration Number of pseudo time steps 50
α Randomness 0.03 0 ≤ α ≤ 1
γ Absorption coefficient 10

Bat Algorithm

Parameters Description Value Range

n Population size 40 10 ≤ n ≤ 40
N_gen Number of generations 50
A Loudness 0.1
r Pulse rate 0.9
Emin Minimum emission frequency 0
Emax Minimum emission frequency 1
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Appendix B

Table A3. Optimal size and location of BESSs for IEEE 9-bus system using proposed method.

Bus ID Voltage Level (kV) BESS Size (MW)

Bus 3 13.8 kV 3.0 MW
Bus 4 230 kV 3.0 MW
Bus 6 230 kV 0.5 MW
Bus 7 230 kV 3.0 MW
Bus 8 230 kV 3.0 MW
Bus 9 230 kV 3.0 MW

Table A4. Optimal size and location of BESSs for IEEE 39-bus system using proposed method.

Bus ID Voltage Level (kV) BESS Size (MW)

Bus 02 345 kV 50.0 MW
Bus 03 345 kV 6.0 MW
Bus 19 345 kV 47.0 MW
Bus 21 345 kV 50.0 MW
Bus 24 345 kV 50.0 MW
Bus 35 16.5 kV 50.0 MW
Bus 37 16.5 kV 50.0 MW
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