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Abstract: In recent years, disinformation has become a significant problem in the media environment.
The topic is therefore increasingly relevant in recent research, and authors approach it in different
ways. This research aims to provide an answer to the need for a deeper understanding of how
to detect and combat disinformation. The primary purpose of this research is to identify and
systematize key categories that enable the detection of disinformation, providing a solid framework
for combating this ubiquitous challenge. The qualitative method of thematic analysis was used to
analyze the relevant literature and articles published in the period from 2011 to 2024. Thematic
analysis was chosen because of its ability to successfully systematize key categories and create an
adequate theoretical framework. The results of the research revealed eight key categories for the
detection of disinformation: harm level, source checking, linguistic, syntactic, psycho-linguistic, style,
visual and social context categories. These categories offer a systematic approach to recognizing
disinformation from different perspectives, and the research itself emphasizes the importance of
collaboration between people and analysis software. The research represents a comprehensive
theoretical framework that not only contributes to the academic debate, but also serves as a foundation
for future educational materials and experimental research.

Keywords: disinformation; disinformation detection; fact-checking; categories for checking disinformation;
media environment; thematic analysis

1. Introduction

The Internet, social media and smartphones have greatly transformed the way users
communicate today. A change in the communication paradigm has enabled users to
communicate with ease at any time regardless of geographic location. In addition, users
today are faced with an enormous amount of information through the various channels
they use. According to the Reuters Institute Digital News Report (Newman et al. 2022), for
the most people, it is smartphones that are the first way they access news in the morning,
and online platforms are the primary sources of information. Although this shows that
information is more accessible to users than ever before, “some of this communication
consists of false, inaccurate, and untrue information” (See 2017, p. 309). Hence, media
audiences now live in a time of information disorder (Wardle and Derakhshan 2017; Wardle
2018) but also in the time of an infodemic (Ruas Araujo et al. 2022). Because of changes in
the media, political and digital environment, many authors today use the term post-truth
society to describe these issues (Carlson 2018). Consequently, 56% of internet users point
out concerns when it comes to recognizing the accuracy of news in the online environment.
Concern is manifested in those users who predominantly use social media as a source
of information (Newman et al. 2023). In addition to the current challenges related to
disinformation, the development of artificial intelligence, which creates such a realistic
image that it becomes increasingly difficult to recognize that it is generated content, is
certainly increasing the problem.

With the highlighted changes and problems, journalists are also in a situation where
their verification skills must meet a higher level. Considering that disinformation is
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circulating rapidly on digital platforms, the role of fact-checking organizations and sites
has been growing in recent years. Consequently, the fact-checking process has become
a recent topic of interest to scientists in recent years. Their research includes different
approaches, research methods and topics for detecting disinformation (e.g., Castillo et al.
2011; Cotter et al. 2022; Diaz Ruiz and Nilsson 2023; Grbesa Zenzerovi¢ and Nenadi¢ 2022;
Horne and Adali 2017; Kapantai et al. 2021; Pathak et al. 2021; Rubin et al. 2015; Rubin 2019;
Shu et al. 2017a; See 2017; Tompkins 2019; Tsfati et al. 2020; Wardle and Derakhshan 2017;
Zhang and Ghorbani 2020).

With the growth of interest in the topic of disinformation, numerous authors have
described their definitions of this term. According to Diaz Ruiz and Nilsson (2023, p. 29),
disinformation is “an adversarial campaign that weaponizes multiple rhetorical strategies
and forms of knowing—including not only falsehoods but also truths, half-truths, and value-
laden judgments—to exploit and amplify identity-driven controversies”. Disinformation is
the intentional presentation of misleading, false, fabricated and inaccurate content with
the aim of misleading the audience and cause harm (GrbeSa Zenzerovi¢ and Nenadic¢
2022; Pathak et al. 2021; See 2017; Wardle 2018). Based on existing definitions, Grbesa
Zenzerovi¢ and Nenadi¢ (2022, p. 11) identify “verifiability, intention and harm” as the key
determinants of disinformation.

Summarizing the challenges in the media environment and the fact that disinformation
is all around us, the goal of this study is to detect and describe categorical framework for
disinformation detection. In this paper, the focus is on the systematization of key categories
for checking disinformation, which enable a better and more detailed understanding
of this phenomenon and provide the basis for the development of effective strategies for
identifying false information. Precisely because of the stated focus and purpose, the method
of thematic analysis was used. In a further part of the paper, the research method will be
explained, and then the results through the key categories detected by this research will be
discussed. Such a framework will be presented given that research shows that audiences
are more likely to recognize disinformation if they have more data to verify (Paskin 2018).
Also, the reason for conducting this research lies in the need for a comprehensive theoretical
framework that can serve as a basis for further analysis and practical activities in the fight
against disinformation. At the end of the paper, the presented categories form a framework
that contributes to the academic understanding of the phenomenon, but also provides the
basis for practical application in public education and further research.

2. Materials and Methods

As previously pointed out, this research aims to detect, describe and synthesize key
categories for disinformation verification. Given that a significant problem of disinforma-
tion has been observed in the modern media environment, it is important to recognize
a categorical framework through this paper that will help mitigate this challenge. This
research aims to answer the research question—which are the key categories for checking
disinformation and what are their characteristics and patterns?

For the purposes of this research, the method of thematic analysis will be used. This
method is a qualitative research method that is used for “systematically identifying, orga-
nizing, and offering insight into patterns of meaning (themes) across a data set” (Braun and
Clarke 2012, p. 57). So, in the thematic analysis, a specific text forms a set of data, and the
codes are created in a way that the researcher develops them (Neuendorf 2018). Thematic
analysis was chosen because it allows the researcher to synthesize and structure complex
data to identify patterns and connections between them. Unlike content analysis, which
is more focused on quantifying and classifying elements in text according to predefined
categories, thematic analysis provides a more flexible framework for exploring meaning
and context within the data. This is particularly useful in research such as this, where the
goal is not only to identify, but also to understand the complex dimensions of disinfor-
mation across different categories. Thematic analysis allows for the development of new
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categories based on a thorough review of the data, making it an ideal method for research
that requires interpretive understanding, such as disinformation detection.

To collect relevant data for the analysis of this topic, a search of different databases was
first made. More specifically, the Scopus and Google Scholar databases were included in this
research. The database search included articles from various sciences such as social science,
natural science, and formal science. This shows that the topic of disinformation is present in
wide spheres. Since the focus of the research is on the social and communicative aspects of
disinformation, the inclusion of articles from other scientific disciplines could broaden the
scope in a way that would reduce the specificity and depth of analysis within the chosen
field. The exclusion of articles from technical, natural or other scientific fields enabled the
analysis to be focused on thematic and theoretical issues relevant to the social sciences. So,
for the purposes of this research, articles from social sciences, i.e., communication sciences,
were included. To create a research sample, databases were searched using the key words
“disinformation”, “fact-checking” and “disinformation detection”. The study selection
criteria for this thematic analysis were based on several key factors that ensured the quality
of the research. Studies were selected based on the relevance to the topic of disinformation
and strategies for identifying it. Also, the included studies used valid methodological
approaches, including qualitative and quantitative methods. They considered specific
thematic categories and provided key insights into the analyzed categories. Studies that are
recognized as significant in the academic community, i.e., frequently cited and recognized
works within the disinformation research framework, were also included. The sample
included works published in the period from 2011 to 2024. For the purposes of this research,
the relevant literature was used, and therefore the emphasis is on key works published in
the period from 2017.

After collecting the key literature, it was important to conduct a thematic analysis. The
first step involved identifying data of potential interest and then systematically analyzing
and segmenting them into codes. The coding process was performed manually. This was
followed by searching for themes and identifying new patterns that resulted in a categorical
framework for checking disinformation. Through the thematic analysis of the existing
literature, the results of the research were detected, which will be presented in the next part
of this paper.

3. Categorical Framework for Disinformation Detection
3.1. Harm Level Category

Many authors also tried to define different typologies of disinformation, misinfor-
mation and other false information (e.g., Kapantai et al. 2021; Kumar and Shah 2018;
Lemieux and Smith 2018; Pamment et al. 2018; Pathak et al. 2021; Rubin et al. 2015; Ru-
bin 2019; Tambini 2017; Tandoc et al. 2018; Wardle and Derakhshan 2017; Wardle 2018;
Zannettou et al. 2019).

Wardle and Derakhshan (2017) and Wardle (2018) explained seven types of infor-
mation disorder, and understanding of these categories significantly contributes to the
detection of disinformation. All these types are based on level of harm, which is one of the
key categories for understanding and checking disinformation. Although not intended to
be harmful, (1) satire or parody still has the potential to mislead the audience. Furthermore,
(2) false connection refers to the mismatch of the headlines, visuals and captions with the
article (e.g., clickbait). A more harmful type of information disorder is (3) misleading
content which is based on framing an issue or individual and (4) false context which is
based on publishing accurate content out of the real context and thus misleads a person.
Even more worrying forms of information disorder are (5) imposter content that misrepre-
sents the original sources and (6) manipulated content that uses information or visuals to
mislead the audience. The most harmful one is (7) fabricated content. It is completely new
content (e.g., text, photo, video, web page) created with intention to deceive (Wardle and
Derakhshan 2017; Wardle 2018). Based on the systematic literature review, Kapantai et al.
(2021, p. 1317) gave a more detailed list of disinformation types, including clickbait, con-
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spiracy theories, fabrication, misleading connection, hoax, bias or one-sidedness, imposter,
pseudoscience, rumors, fake reviews and trolling.

3.2. Source Checking Category

As previously pointed out, in the fight against false information, many scientists are
trying to provide an academic framework for identifying disinformation. After explaining
different typologies of disinformation based on the level of harm, the next fact-checking
category which will be presented in this paper is source. Given that digitalization has
facilitated the publication of news in various decontextualized forms, today it is difficult to
recognize whether it is a credible source of information (Rubin 2019). Certain sources of
news and information in general have gained their reputation over time and are valued as
reliable (Rubin et al. 2015).

The method of recognizing disinformation based on the credibility of the source
implies the quality and believability (Zhou and Zafarani 2020). Also, according to Zhang
and Ghorbani (2020), more authors believe that news sources are crucial in the process of
detecting disinformation. Therefore, they suggest that it is important to check a domain
and the URL, but also sections such as “About Us” or “Disclaimer”, the date the news was
published, other sources and their credibility, supporting resources such as statistical data,
documents, external links and references (Zhang and Ghorbani 2020). Sitaula et al. (2020)
suggest that articles without an author are more likely to be fake. Furthermore, the results
show that authors who are labeled as credible will not cooperate with authors who are
associated with writing disinformation. Author affiliation with recognized organizations is
also a credibility detector (Sitaula et al. 2020). Research examining the audience’s perception
of disinformation detection has also shown the importance of verifying the source of the
information itself (Acomi et al. 2021; Kyriakidou et al. 2022). Also, Hameleers et al. (2022)
explain that users who utilize various sources of information to obtain news have an
increased awareness of disinformation.

3.3. Linguistic Category

The process of recognizing disinformation is also based on language features, espe-
cially linguistic and syntactic features, which are a relevant and quality form for analyzing
any form of false information (Horne and Adali 2017; Lebernegg et al. 2024; Shu et al.
2017a; Tompkins 2019; Zhang and Ghorbani 2020). These features “refer to the fundamental
component, structure and semantics for natural language” (Zhang and Ghorbani 2020,
p- 16). Tompkins (2019) explains lexical-based features as character-level and word-level
features. To use this category in the identification of disinformation, it is necessary to pay
attention to the word count, number of words per sentence, number of nouns, proper
nouns, personal pronouns, possessive pronouns, determinants, cardinal numbers, adverbs,
interjections, verbs, verb tenses, quantifying words, comparison words, exclamation marks,
negations (e.g., no, never, not), swear words, online slang terms (e.g., lol, brb), interroga-
tives (e.g., how, what, why), stop words (e.g., the, is, on), punctuation, quotes, verb phrases
and others (Horne and Adali 2017). Furthermore, the use of hashtags, bold words, question
marks and exclamation points, reposting and emoticons also play an important lexical role
on social media (Castillo et al. 2011; Zhang and Ghorbani 2020). Referring to the length
of certain information, it is sometimes difficult to obtain a comparison between a short
paragraph posted on a social network or a longer article (Rubin et al. 2015). Lexical-based
features for identifying disinformation also include word readability and type—token ratio
(Horne and Adali 2017; Zhang and Ghorbani 2020).

3.4. Syntactic Category

On the other hand, syntactic-based features are also called sentence-level features
(Tompkins 2019; Zhang and Ghorbani 2020). In the literature, these features include the
average sentence and post length, average sentence polarity, how punctuation is used, parts
of speech tagging (POS) and other elements (Castillo et al. 2011; Horne and Adali 2017;
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Shu et al. 2017a; Tompkins 2019; Zhang and Ghorbani 2020). Moreover, authors detected
the domain-specific features that “include ratios of quoted words and external links, and
the number of paragraphs and their average length in a document” (Potthast et al. 2017).

To check and analyze syntactic-based features, the neutral language processing (NLP)
and machine learning (ML) programs are used. Stanford Parser software is used to recog-
nize the complexity of a sentence, which calculates the depth of the syntax tree for each
sentence (Horne and Adali 2017; Sabeeh et al. 2019; Shrestha and Spezzano 2021; Wang and
Xu 2021). Furthermore, Python Natural Language Toolkit POS tagger is used for testing
different characteristics in syntax (Horne and Adali 2017; Shrestha and Spezzano 2021;
Verma et al. 2019), as well as probabilistic context free grammars (PCFG) for deep syntax
experiment and analysis (Ashraf et al. 2021; Shu et al. 2017a).

3.5. Psycho-Linguistic Category

According to Tompkins (2019), psycho-linguistic features are used when verifying
information. More specifically, the disinformation writing style is precisely characterized
by the use of strong, sensationalist and clickbait expressions that encourage emotional
engagement but also positive or negative sentiment (Tompkins 2019). Disinformation is
used in a language and style that evokes various deep emotions in the audience, such as
fear, sadness, anger, anxiety, empathy and curiosity (Savolainen 2023; Zhang and Ghorbani
2020) because of which it spreads more easily and rapidly. However, it should be considered
that sometimes the titles of articles containing disinformation are “masked” and the use of
clickbait is avoided (Pathak et al. 2021).

Furthermore, sentiment analysis is also used to check disinformation. It is a method
used to identify and check patterns in different topics, actors or events that appear in the
media (Bari¢ et al. 2023). Considering sentiment analysis, authors define four categories—
positive, negative, neutral and irrelevant (Feldvari et al. 2022). Also, words that indicate
sentiment in the fact-checking process encompass the following: analytic, insightful, casual,
discrepancy, tentative, certainty, differentiation, affiliation, power, reward, risk, personal
concern, emotional tone and emotion words (Zhang and Ghorbani 2020).

Although it is untrue and false content, due to the use of the mentioned words and
expressions, it is easier to attract people’s attention (Humprecht et al. 2020). Moreover, it
is a reason why a certain part of the audience often accepts false content. Such linguistic
constructions precisely fulfill their purpose. They enable the recipients of the message to
connect with the content or ideas on an emotional and mental level (Aguila Sdnchez and
Pereyra-Zamora 2022). In order to avoid certain misunderstanding, readers should read
not only the headline of the article, but also the entire text because with disinformation
there are often discrepancies between the headline and the text of the article (Zhang and
Ghorbani 2020). To provide quality sentiment analysis, authors use the tool SentiStrength,
which helps to detect positive or negative sentiment intensity of the text (Choras et al. 2021;
Horne and Adali 2017). Furthermore, for detailed psycho-linguistic features, authors used
Linguistic Inquiry and Word Count (LIWC) (Ashraf et al. 2021; Shu et al. 2017a; Volkova
and Jang 2018).

3.6. Style Category

One of the categories for identifying disinformation is also the style-based category
which tends to find characteristic patterns of writing styles of disinformation authors (Pot-
thast et al. 2017; Zafarani et al. 2019; Zhang and Ghorbani 2020; Zhou et al. 2019; Zhou and
Zafarani 2020). Authors of disinformation try to create their content in a way that corre-
sponds to the standard form of correct writing and thus mislead the reader. However, there
are still ways to identify disinformation through writing style. In their study, Potthast et al.
(2017) recognized patterns that indicate a characteristic style of disinformation writing,
mostly conditioned by hatred, political predisposition and lack of interest. Although they
concluded that style features alone are not sufficient to detect disinformation, they proved
with their research that hyper-partisan content of both the left and the right is characterized
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by an extremist style of writing. In addition, they also recognized that satire is significantly
different from the standard style, mostly due to the use of humor (Potthast et al. 2017).

Research by Zhou et al. (2019) show that the disinformation style is dominated by
more informal language, subjectivity, emotional expressions, longer sentences, shorter
words and unique verbs. News content is also an important detector of disinformation
style (Zhou and Zafarani 2020). In order to recognize the characteristics of style, NLP and
ML technologies are most often used (Zafarani et al. 2019).

3.7. Visual Category

After explaining the textual categories used to check disinformation, it is important
to describe the visual categories as well. Namely, visual-based categories are often used
as a tool for spreading various disinformation ideology. As with textual variants, visual
disinformation is used with the aim of evoking a certain emotion in the recipient of the
message and thus spreading propaganda (Shu et al. 2017a). Moreover, visual disinformation
can be more dangerous than textual disinformation because it completely imitates reality
and distorts human perception (Weikmann and Lecheler 2022). In their research, Weikmann
and Lecheler (2022) described categories of visual disinformation in terms of manipulative
sophistication and modal richness. Low sophistication is manifested in still images through
actions of elimination and cropping. On the other hand, with moving images, changing
the speed and adding video filters are used. Both still and moving images are often
decontextualized and minimally edited, which is why they are called “cheap fake”. High
sophistication category for still images implies various photoshopping or doctoring actions,
as well as misleading data visualizations. As for moving images, it is important to highlight
the virtual performance, which implies different generations of video, sound, voice and
so on. Finally, both still and moving images can be used as deepfakes (Weikmann and
Lecheler 2022), especially when it comes to celebrities (Cao et al. 2020).

Forensic features are used to verify visual content. Firstly, such features are manifested
through manipulation detection, which refers to the recognition of patterns created by
copying, removing, moving and combining parts of visual content. Secondly, they include
generation detection features that are used to recognize generated photos and video content
(Cao et al. 2020). More specifically, authors point out that deepfake content can be detected
by deep learning-based techniques, classical machine learning-based methods, statistical
techniques and blockchain-based techniques (Rana et al. 2022). Deepfakes can be recognized
by the absence of naturalistic eye blinking (Li et al. 2018) but also by blurred faces or
with special effect, unnatural voice, lack of emotions, constant face swapping, irrelevant
objects in background, unnatural behavior, lack of facial expression and abnormal mouth
movements (Thaw et al. 2020). Goh (2024) also lists three categories that enable deepfakes
to be recognized—the use of surface video and audio cues, the processing of the messages
conveyed in the video, and the searching of external sources.

Finally, forensic features are based on re-compression detection, which means that
fake visual content is subjected to double compression within manipulation of the content
before saving and then during multiple downloads on social networks and when re-posting
it. Also, visual disinformation detection is based on statistical characteristics such as
number of images, popularity of sharing the content on social media, type of resolution
and style, as well as on metadata (e.g., information about size and production) and external
knowledge (e.g., timespan and platform credibility). However, using metadata is not
always a useful way of checking because often textual data about visual content are not
available (Cao et al. 2020).

3.8. Social Context Category

After explaining language-based categories, in the next few sections, social context
features will be discussed. The first of them is called the network category, which is based
on analyzing different groups that have emerged on social media platforms. These network
groups are created by users with similar characteristics and they are connected based on,
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for example, their own interests, perspectives, topics, location, relationships, education and
habits. Consequently, users who post similar content connect into characteristic networks
(Shu et al. 2017b; Zhang and Ghorbani 2020). Based on the literature review by Shu et al.
(2017a), there are stance networks, co-occurrence networks, friendship networks and
diffusion networks that use different approaches of detection, for example, the clustering
coefficient, SVD and network propagation algorithms.

Furthermore, authors describe distribution-based features that can help in finding
ways of spreading disinformation. Building a propagation tree helps in this process
(Castillo et al. 2011) as well as determining the “number of retweets/reposts for the original
tweet/post, the fraction of tweets/posts that are retweeted for an online account, the in-
degree/out-degree of an online user’s ego net” (Zhang and Ghorbani 2020, p. 18). Also, itis
important to pay attention to the features of different posts on social media, given that users
are active in expressing their views on disinformation on these platforms. These post-based
features include engagement level, group dynamics and temporal context (Shu et al. 2017a),
but also the length of a message, the number of positive and negative sentiment words in
a message, hashtags and reposts (Castillo et al. 2011). Temporal-based features are used
to analyze online news publishing behavior. Such characteristics are useful for detecting
suspicious activity and flagging disinformation. Common time features include the interval
between posts, frequency of posting, replying, and commenting, time of posting and day
of the week (Zhang and Ghorbani 2020).

Finally, the creator or used-based features will be tackled. Although content is often
created by human users, it is recognized that disinformation is more often created and
spread by non-human accounts, such as social bots and cyborgs that have intention to
harm (Shu et al. 2017a; Zhang and Ghorbani 2020; Zhou and Zafarani 2020). However,
the ideas and the content creation come from real people. These users therefore aim to
manipulate society by spreading disinformation. In this category, it is important to pay
attention to the general characteristics of the user, such as personality, location, verified
registration information, description and so on (Shu et al. 2019; Zhang and Ghorbani
2020). Also, user-based features include the user’s behavior and the credibility of the
online account (Zhang and Ghorbani 2020), the number of followers, registration age and
number of posts (Castillo et al. 2011). Hartwig et al. (2024) describe topical, formal and
rhetorical characteristics in this category. On the other hand, sometimes disinformation
is spread by people who are not aware that they are enacting this, or more precisely, they
did not detect that it was disinformation so that must also be taken into consideration
(Zhou and Zafarani 2020).

4. Discussion and Conclusions

Through this research, it was important to provide insight into a deeper understanding
of the process of disinformation detection in the digital age. More specifically, it was
important to determine the categories that enable the detection of disinformation using
thematic analysis. Through the conducted research, patterns were systematized and then
described through categories of harm level, source checking, linguistic, syntactic, psycho-
linguistic, style, visual and social context.

The first category detected by this research was the harm level category. This catego-
rization aligns with Wardle and Derakhshan’s (2017) seven types of information disorder,
emphasizing that the higher the harm level, the greater the societal impact of the disinfor-
mation. This category is important because it indicates the impact and level of damage
that disinformation can produce. The source-checking category is the closest to journalistic
verification of information. Often, information, especially written as a journalistic article,
appears very credible, but tends to mislead and manipulate. This is exactly why the authors
point out that there are different ways to check the source (e.g., Zhang and Ghorbani 2020).

Recognizing disinformation is also revealed through linguistic and syntactic categories,
because it is words and meanings that can reveal that something is false and misleading
(Tompkins 2019; Horne and Adali 2017). In these categories, the use of different software
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programs based on artificial intelligence is essential. The psycho-linguistic category is based
on sentiment analysis and is often easy to apply to texts involving charged emotions and
sensationalism (e.g., Savolainen 2023). This category indicates the importance of education
in media literacy and critical thinking.

The complexity of detecting disinformation is particularly prominent when it comes
to the stylistic category. Namely, through the complete imitation of legitimate content using
a specific writing style, it is very difficult to detect that there is fake content (Zhou et al.
2019). Nevertheless, a deeper understanding of this category enables the development of
thinking and the ability to detect disinformation. As research shows, visual disinformation
presents unique challenges, given its ability to distort perception through sophisticated
manipulative techniques (Weikmann and Lecheler 2022). Precisely because of the realistic
display created using artificial intelligence, it is important to constantly work on increasing
people’s ability to recognize artificially generated photos and videos, as well as tools
that will recognize that it is disinformation. Through the category of social context, it is
important to recognize the interconnected nature of online communities and the role of
social media in spreading misinformation. Today, social media is the source of the largest
amount of misinformation, so it is crucial to recognize that it comprises, for example,
different bots and algorithms (e.g., Hartwig et al. 2024; Zhou and Zafarani 2020). Looking
at this category, but also in general for all mentioned categories, there is a need for the
responsible coordination of platforms to prevent the creation and spread of fake content in
the digital media environment.

Through this study, a comprehensive framework for disinformation detection is pre-
sented, which breaks down the detection process into several categories. Each category
deals with a certain problem, but also explains different ways to check the problems. Al-
though it is important to emphasize that the findings indicate the need to use technological
tools and artificial intelligence in disinformation detection, it is certainly important to have
human supervision in the mentioned process. The public must be educated to successfully
combat disinformation. Considering that disinformation is not only a one-dimensional
problem, but includes textual, visual and social elements, it is necessary to constantly work
on the development of categorical apparatus that can be used to check false content.

Some authors in similar research deal with several thematic categories in the same
framework, which creates a synergy between them, and this significantly contributes to the
strengthening of the entire analysis. For example, the category of source verification may
be closely related to linguistic categories, as analysis of language and style often helps in
assessing the credibility of information sources. Likewise, visual elements can be linked
to social context, as images and videos often become viral content within certain social
networks and online communities, further influencing their ability to spread disinformation.
These relationships between categories allow deeper understanding of the disinformation
detection process because they are not viewed in isolation but as interconnected dimensions
of a complex problem.

In conclusion, although significant progress has been made in understanding and
detecting disinformation, combating it requires ongoing collaboration between academics,
technology platforms, governments and the public. Increasing media literacy and improv-
ing access to reliable sources of information are key to reducing the impact of disinformation
in society. This study has a scientific contribution because it processes the relevant literature
and creates a special theoretical and categorical framework in the field. Also, this research
can be the basis for future educational material that will help the public to independently
recognize disinformation. Future research could certainly include these categories in an
experimental study. A more detailed investigation of these relationships between cate-
gories is recommended, as this could enable the development of new tools and methods for
identifying disinformation based on the synergy between different thematic dimensions.
Through additional studies that include experimental work, it is possible to develop a more
comprehensive approach to disinformation analysis that considers their interconnectedness.
In addition, this research aims to open opportunities for future research that will compare
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the process performed by fact-checking organizations on the one hand and journalists and
media on the other.
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