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Abstract: This study addresses public perception of the relationship between artificial
intelligence (AI) and disinformation. The level of general awareness of AI is considered,
and based on this, an analysis is carried out of whether it may favor the creation and
distribution of false content or, conversely, the public perceive its potential to counteract
information disorders. A survey has been conducted on a representative sample of the
Andalusian population aged 15 and over (1550 people). The results show that over 90%
of the population have heard of AI, although it is less well known among the eldest age
group (78%). There is a consensus that AI helps to produce (86%) and distribute (84%) fake
news. Descriptive analyses show no major differences by sex, age, social class, ideology,
type of activity or size of municipality, although those less educated tend to mention these
negative effects to a lesser extent. However, 54% of the population consider that it may
help in combating hoaxes, with women, the lower class and the left wing having positive
views. Logistic regressions broadly confirm these results, showing that education, ideology
and social class are the most relevant factors when explaining opinions about the role of AI
in disinformation.

Keywords: disinformation; artificial intelligence; Andalusia; digital divide; vulnerable
adults; fake news

1. Introduction
The emergence of artificial intelligence (AI) and its impact on the fight against dis-

information is one of the most complex and urgent dilemmas that contemporary society
must address. It is essential to study this association because it is the beginning of a dis-
ruptive process that will not only have technological consequences, but also unpredictable
legislative, cultural, social and educational fallout (Hajli et al., 2022; Garriga et al., 2024).

The referendum on the United Kingdom’s membership in the European Union (Greene
et al., 2021) and the election of Donald Trump as President of the United States are events
that took place on the international scene in 2016 and illustrated the impact of this infor-
mation disorder on the political sphere (Teruel, 2023). More recently, the global health
crisis caused by COVID-19 has dramatically increased the presence of false content on
social media (Allcott & Gentzkow, 2017; Salaverría et al., 2020). In addition to generating a
global public debate concerning the problem of disinformation, there have been internal
political events in several countries that have resulted in increased concern among both
the general public and academia about information disorder. Some notable cases are those
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of Brazil, where Jair Bolsonaro won the presidential election in 2018 (Canavilhas et al.,
2019; López-López et al., 2022), or Spain, with the events surrounding the independence
referendum in Catalonia (Aparici et al., 2019).

The European Commission has addressed the problem and defines disinformation
as “verifiably false or misleading information that is created, presented and disseminated
for profit or to deliberately mislead the population, and which may cause public harm”
(European Commission, 2018a, p. 3). It has also begun to periodically include indicators
in its public opinion surveys to carry out comparative studies on the significance in the
member States, since false information is used to undermine the legitimacy of democracies
by eroding trust in institutions and their electoral processes, promoting polarization and
affecting the quality of public debate According to the Eurobarometer Media & News
Survey, 61% of European citizens had been exposed to fake news in the previous seven days
(European Commission, 2022). Not only the political sphere has shown concern about the
phenomenon, but there have been numerous academic research projects in recent years that
have strived to analyze, understand and combat it (Paniagua-Rojano & Rúas-Araujo, 2023).

The conceptual relationship between AI and disinformation is multifaceted, involving
both the enhancement and mitigation of false information dissemination. AI technologies,
particularly generative AI, have significantly amplified the speed and sophistication of
disinformation spread, making it increasingly challenging to identify and counteract false
information. This is evident in the use of AI to create realistic yet misleading content,
which can manipulate public perception and erode trust in information sources (Islas et al.,
2024). AI’s role in disinformation is further complicated by its ability to control content
distribution through machine learning algorithms, which can favor sensational content,
thereby facilitating the diffusion of disinformation. However, AI also offers potential
solutions, such as automated fact-checking, to combat the spread of false information
(Duberry, 2022) (The challenge lies in the convincing quality of AI-generated content,
which necessitates a shift in disinformation management strategies from detection to
influence, focusing on the impact rather than the volume of disinformation (Karinshak &
Jin, 2023). Moreover, the cognitive mechanisms of users, such as their heuristic processing
and ethical values, play a crucial role in their ability to discern disinformation, highlighting
the importance of digital literacy and inoculation strategies to build resistance against
AI-driven disinformation (Shin, 2024). As AI continues to evolve, its dual role as both a
tool for and a defense against disinformation underscores the need for comprehensive
frameworks and proactive strategies to manage the risks and crises associated with AI-
driven disinformation (Karinshak & Jin, 2023).

Contemporary studies have looked more deeply into the importance of various socio-
demographic variables in light of this problem. According to Standard Eurobarometer 94
(2021), groups with a better social position (men, the more highly educated, managers, the
upper-middle class) are more confident in their ability to detect fake news (García-Faroldi
& Blanco-Castilla, 2023). It has also been shown that younger people distrust the ability of
older people to perceive that content is false, and vice versa (Martínez-Costa et al., 2023).
The belief that others are more exposed to disinformation than oneself is an indicator of
this contemporary danger that segregates societies by degrees of vulnerability (Altay &
Acerbi, 2023).

There is a consensus that educational attainment is a barrier against the phenomenon.
People with a university degree are more confident of detecting it (Beauvais, 2022; Martínez-
Costa et al., 2023). It has been observed in the United States that sex does not generate
statistically significant differences about who is assigned responsibility for combating the
phenomenon, but it does offer different characteristics. Women are more likely to attribute
the main responsibility to social media, while men tend to perceive the government as
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the chief culprit (Belhadjali et al., 2019). Moreover, it has been found at the national level
that women are more cautious when transmitting content when they doubt its veracity
(Rodríguez-Virgili et al., 2021) and that they express greater concern about the social
consequences of information disorders (Almenar et al., 2021).

Studies have traditionally addressed the different social concerns about disinformation
among different age groups. Adaji’s (2023) research, although it only has a small survey size,
highlights that young people aged 18 to 34 are more likely to spread disinformation, and
points out the factors that make them more vulnerable and which need to be reflected upon:
the availability of technology, entertainment consumption, fear of missing out (FOMO),
peer pressure and greater consumption of information on social media, despite perceiving
it as less trustworthy and more likely to spread fake news (Pérez Escoda et al., 2021). Thus,
although young people feel themselves capable of detecting false information, they claim
to turn to older people and traditional media to verify content and, even if they doubt its
veracity, they may share it within their circle (Zozaya-Durazo et al., 2023).

However, the work of Rodríguez-Virgili et al. (2021) states that age does not influence
the perception of implausible information. Prull and Yockelson (2013) had previously
confirmed that there were no age-related differences, except the fact that older adults
reported disinformation more than younger ones did.

The scientific literature has looked into the importance of ideology in detecting and
sharing false information. It concludes that there is a link, as a higher level of acceptance is
observed for content that is congruent with one’s ideology (Gawronski et al., 2023). It was
observed during the pandemic that, on social media, people with conservative ideologies
were more likely to see and share disinformation (Rao et al., 2022). Social media is a
space for the dissemination of information disorders, and after the pandemic, it has been
concluded that right-wing individuals are more likely than left-wing ones to spread false
content within their echo chambers (Nikolov et al., 2021).

Sociological studies on information disorders in Spain reflect these same patterns.
They have focused mainly on the relationship with electoral campaigns and dialogue on
social media (López López et al., 2023). The emergence of the far right has been considered
an incentive for the increase in false information circulating in the country through all
media (Díez Garrido et al., 2021). Regarding the sociodemographic factors of the audience,
it has been confirmed that ideology is a determining factor for trust in the different media:
based on this, one or another medium is considered a creator of disinformation (Masip
et al., 2020). The greater vulnerability linked to age and lower education levels is also noted
(Herrero-Curiel & La-Rosa, 2022). This characteristic is important because, among those at
the ideological extremes, people under 25 years of age are the least afraid of expressing
their political opinions in public (Beatriz Fernández et al., 2020).

Since 2018, Spanish citizens have perceived themselves as more vulnerable to dis-
information than the rest of Europe and, at the same time, have low confidence in their
own ability to identify it (European Commission, 2018b, 2021). It is therefore considered
important to measure citizens’ concern about this phenomenon both internationally and by
observing territorial manifestations.

Few studies have looked into the perception of disinformation at a regional level.
According to data from the Digital News Report 2022 (Vara-Miguel et al., 2022), it has been
concluded that there are fairly comparable values among Catalonia, Madrid and Andalusia
with respect to concern about this phenomenon (Montiel-Torres, 2024). In this homogeneity,
it is noteworthy, in terms of sex, that Catalan and Andalusian women are more distrustful
than men in the respective regions, both of the news they consume and of media content
in general.
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Disinformation and Artificial Intelligence

The second axis of this study, along with disinformation, is the public perception
of the possibilities of artificial intelligence. Recently, knowledge and concern about the
impact that AI can have on disinformation has become popular, and not only in academia
(Bontridder & Poullet, 2021), but also in the professional field (Peña-Fernández et al., 2023)
and in the media, where it is also understood that the use of AI for data verification and
analysis of fake news will gradually grow over coming years (Beckett & Yaseen, 2023),
and transparency in these journalistic routines, which allow the traceability of information,
becomes a strength that benefits trust in the medium (Palomo et al., 2024). Furthermore, a
significant portion of the public is apprehensive about AI’s role in spreading disinformation,
particularly in politically sensitive contexts like the 2024 US presidential election, where four
out of five Americans express concern about AI’s potential to disseminate false information
(Yan et al., 2024). This anxiety is exacerbated by the media’s portrayal of AI as a tool that
can amplify disinformation, creating immersive and emotionally engaging narratives that
are difficult to counteract without adequate digital literacy (Islas et al., 2024).

In general terms, artificial intelligence is usually defined as the ability of a machine
to imitate or perform human-like capabilities and functions, such as decision-making
and problem-solving (Kennedy & Wanless, 2022), but in the field of journalism, Simon’s
proposal is more precise: “The act of computationally simulating human activities and skills
in narrowly defined areas, which usually consists of the application of machine learning
approaches through which machines learn from data and/or their own performance”
(Simon, 2024, p. 11).

While AI has the potential to detect false information, it can also be used to create
and spread it more effectively (Garriga et al., 2024). AI-powered multimodal language
models, such as ChatGPT-4, can generate convincing text that mimics human writing, as
well as synthetic images and videos that are difficult to distinguish from reality, which
could be used for malicious purposes such as the creation of fake news or deepfakes
(Bontridder & Poullet, 2021; World Economic Forum, 2024). However, AI can also help in
the fight against such disinformation (López-López et al., 2022) by identifying patterns
and inconsistencies that may indicate false information, or establish content polarization,
thus helping fact-checkers and platforms (Shu et al., 2017; Alonso et al., 2021). In just a few
years, the possibilities of interaction between applications intended for information and
verification of political content have been surpassed, and AI can therefore be useful for
personalized fact-checking (Sánchez-Gonzales & Sánchez-González, 2020).

Therefore, in order to continue deepening our understanding of disinformation, it
is essential to also consider the disruption that began with OpenAI’s launch of ChatGPT-
3.5 in November 2022, which in just two months (January 2023) surpassed 100 million
active users, becoming the fastest-growing application in history (Lian et al., 2024). The
emergence of ChatGPT and competing platforms such as Gemini (formerly Google’s Bard)
and Copilot (formerly Microsoft’s Bing), among others, has facilitated public access to a
range of advanced generative AI tools.

Previous research has shown the public’s limited understanding of and familiarity with
artificial intelligence (Selwyn & Gallo Cordoba, 2022). These studies also reveal a growing
interest and attraction towards a deeper understanding of AI, particularly noticeable in the
35–49 age group (Sánchez-Holgado et al., 2022).

The social perception of its role in disinformation is complex and dual, combining
optimism in some respects with pessimism in others. Part of society sees this new tech-
nology as a tool that can help reduce the spread of false information by automating the
detection and removal of false content (Santos, 2023). Another part is concerned about its
potential to make the problem worse, especially as the content generated becomes more
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sophisticated and difficult to distinguish from authentic human-made content (Bontrid-
der & Poullet, 2021). Furthermore, there are concerns about the limitations of artificial
intelligence systems to understand the context in which content is shared on social media,
which can lead, on one hand, to the deletion of posts that should be protected by freedom
of expression (Duberry, 2022) and, on the other, to the manipulation of the truth in two
very plausible ways: that false content passes for true, but also that real content is taken
to be artificially generated (Bontridder & Poullet, 2021). It is therefore necessary to first
consider the integration of AI in journalism as a way to combat disinformation, while also
addressing ethical considerations such as transparency and accountability (Santos, 2023),
with the necessary collaboration and involvement of large technology companies for the
labeling and metadata of artificially generated content. A recent survey by the Andalusian
Studies Center (Centro de Estudios Andaluces, 2024) found 53.8% of respondents think it is
wrong for news to be written using AI, compared to 39% who viewed it positively.

Due to the disruption that AI has brought about in false information, there is still little
research that interrelates both phenomena. There are studies on opinion and perception on
social media, both among journalists (Peña-Fernández et al., 2023) and the general popu-
lation (Lian et al., 2024), as well as some surveys on opinions about artificial intelligence
(Selwyn & Gallo Cordoba, 2022). A recent survey by the Sociological Research Center
(Centro de Investigaciones Sociológicas, 2023), “Perception and Science of Technology”
(2023), considered its benefits and dangers but was not related to information disorders.
On the other hand, a 2020 study asked about the degree of familiarity with different appli-
cations that use it and Big Data (Sánchez-Holgado et al., 2022). However, only one Ipsos
survey (2023) has been found that specifically asks citizens about the perceived relation-
ship between artificial intelligence and the generation of fake news, though not about its
distribution or usefulness in combating such disinformation, aspects that are addressed in
this study, conducted in Andalusia, which provides originality, novelty and relevance to
the work.

For all these reasons, this paper addresses how the public perceives the interaction be-
tween artificial intelligence and disinformation. The paper focuses on three specific objectives:

• OB1. Study the degree of awareness of AI.
• OB2. Analyze public perception regarding AI’s ability to foster the creation and distri-

bution of fake content or, on the contrary, its potential to offer solutions to combat them.
• OB3. Observe the differences in perceptions of AI and its relationship with disinfor-

mation based on the socio-demographic variables analyzed.

After reviewing the literature, and in accordance with the research objectives listed
above, the following hypotheses, which are essentially descriptive in nature, are proposed:

Hypothesis 1 (H1). Knowledge of AI differs by socio-demographic variables; higher technological
skills imply higher knowledge of AI.

Hypothesis 2 (H2). The social groups most exposed to disinformation will present a more negative
view of the impact of AI on the production and distribution of fake news or their ability to combat it.

2. Materials and Methods
In order to achieve the research objectives, data have been analyzed from a repre-

sentative survey of the Andalusian population aged 15 and over, carried out within the
framework of the “Impact of disinformation in Andalusia: transversal analysis of audiences
and journalistic routines and agendas (Desinfoand)” research project. The fieldwork was
carried out by a polling company during the month of December 2023, employing a mixed
method to survey 1550 people: 1250 surveys were completed online through a citizen panel,
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and 300 more were conducted by telephone among those aged 60 and over. This mixed
design was adopted due to the older population’s lower participation in online surveys. We
decided to include people between 15 and 17 years old due to their intensive use of social
networks, where false information usually circulates, and because young people are often
underrepresented in other quantitative studies, despite their distinct media consumption
patterns compared to immediately preceding generations. The sample was stratified by
size of the municipality, while sex and age quotas were established according to the distri-
bution of the Andalusian population following the data collected in the Ongoing Residence
Statistics (Statistics National Instituto, Instituto Nacional de Estadística, INE, 2022). The
sampling error for a confidence level of 95.5% is ±2.55% for the entire sample, assuming
simple random sampling.

The survey collects information on the use of different channels for information, the
frequency with which false information is found, reactions to false information, opinions
on who are the agents that generate the most disinformation and what measures can
be adopted to curb it, among other aspects. Many of these questions are validated at
the international level, being used in the Eurobarometers conducted by the European
Commission. Before starting the field work, a pilot test was carried out by the research
team to refine the questionnaire, and subsequently, the company also tested it with people
of different socio-demographic profiles.

The questionnaire ends asking about the impact of AI on disinformation. The objec-
tives and hypotheses set out for this study require that four questions from the survey be
considered: one on awareness of artificial intelligence and three related to its impact on
fake news. Excepting the first question, which only had two response options (Yes/No), the
rest had four response categories in their original formulation (two expressed agreement
and two disagreement), but in order to simplify the presentation of results, they have been
recoded to have only two options. Specifically, the questions are as follows:

There have been a large number of news reports recently, both in the media and
on the Internet, about artificial intelligence (AI) and its different applications. Artificial
intelligence is a field of computer science that creates systems that can perform tasks that
would normally call for human intelligence, such as learning, reasoning and creativity.
Have you heard of it?

I would like you to indicate your degree of agreement or disagreement with these
statements:

• Artificial intelligence (AI) makes it easier, faster and cheaper to produce fake news.
• Artificial intelligence (AI) makes it easier, faster and cheaper to distribute fake news.
• Artificial intelligence (AI) will be a useful tool in helping citizens debunk hoaxes or

lies that are spread as true news.

Each of these questions has been cross-checked utilizing six socio-demographic variables:

• Sex: male, female.
• Age: 15–24, 25–44, 45–59 and over 60.
• Level of education: primary or no studies, compulsory secondary studies, non-

compulsory secondary studies and university studies.
• Subjective social class: upper and upper-middle class, middle class, lower-middle

class and lower class.
• Ideological self-positioning: left, center and right.
• Main activity: working, retired, unemployed, student and homemaker.
• Size of residence: less than 10,000 inhabitants; 10,001 to 50,000 inhabitants; and over

50,000 inhabitants.
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The analysis carried out has two steps. First, we used descriptive analysis using con-
tingency tables (or crosstab) to relate each research question with the socio-demographic
variables. To find out if the association is significant, the Chi-squared test was utilized, and
if an association was found (significance equal to or less than 0.005), the corrected standard-
ized residuals were analyzed to find out which cells differ significantly from chance. Cells
marked with an asterisk (*) in the tables indicate that a significant difference exists from
what would be expected if random distribution had occurred.1 As it is recommended not to
consider those cells with a very low number of cases, only those with at least 20 cases have
been taken into account. Second, a multivariate analysis was carried out using a logistic
regression for each of the questions analyzed, to investigate what factors influence the
probability of agreeing that AI helps produce fake news, distribute it or combat it. This
technique allow the monitoring of the effect of each independent variable by controlling
for the others.

3. Results
Regarding the first objective (studying the degree of awareness of AI), 91.9% of the

population surveyed said they had heard of it, while 8.1% had not. There are no significant
differences in the degree of awareness of AI by sex, social class, subjectivity or ideology
(Table 1). Despite this data, there are relevant differences by age group: from the age of 60,
one in five people admit to not having heard of AI. There are also differences corresponding
to the level of education, since AI is less well-known among those who did not finish their
studies or have primary or compulsory secondary education. Those who are studying
declare themselves more aware of it (over 97%), while the retired are the collective who
show the lowest level of awareness. Finally, those who live in large cities (more than
50,000 inhabitants) declare themselves to have greater awareness of it, in contrast to those
who live in municipalities with fewer than 10,000 inhabitants. These results confirm our
first hypothesis.

Table 1. Degree of awareness of artificial intelligence according to various socio-demographic
variables (valid %).

Yes No

Total 91.9 8.1

Men 92.2 7.8
Women

Chi: Not significant
91.7 8.3

15 to 24 98.5 * 1.5
25 to 44 98.4 * 1.6
45 to 59 95.8 * 4.2

60 and over
Chi: 0.000

77.9 * 22.1 *

No studies or primary 76.9 * 23.1 *
Compulsory secondary studies 84.1 * 15.9 *

Non-compulsory secondary studies 92.9 7.1
University studies

Chi: 0.000
96.3 * 3.7 *

Upper and upper-middle class 92.6 7.4
Middle class 91.3 8.7

Lower-middle class 93.6 6.4
Lower class

Chi: Not significant
92.1 7.9
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Table 1. Cont.

Yes No

Total 91.9 8.1

Left wing 94.3 5.7
Center 91 9

Right wing
Chi: Not significant

91.3 8.7

Working 93.3 * 6.7 *
Retired 81.4 * 18.6 *

Unemployed 94.9 5.1
Student 97.3 * 2.7

Homemaker
Chi: 0.000

86.3 * 13.7

Fewer than 10,000 inhabitants 88.5 * 11.5 *
Between 10,001 and 50,000 inhabitants 91.5 8.5

More than 50,000 inhabitants
Chi: 0.024

93.5 * 6.5 *

Source: created by the authors based on the survey “The impact of disinformation in Andalusia”. Note: cells
marked with an asterisk (*) indicate that corrected standardized residuals are different with respect to a ran-
dom distribution.

Regarding the second and third objectives (analyzing public perception of the influ-
ence of AI on the creation of fake news and the fight against disinformation and observ-
ing whether there are differences according to the socio-demographic variables studied),
Figure 1 and Table 2 offer interesting results. In total, 86% of the population agree that AI
makes it easier to produce fake news, and a very similar number, 84.1%, consider that it
helps to distribute it. There are no significant differences by sex, age, social class, type of
activity or size of municipality, and this opinion is widespread among all population groups.
The only relevant difference is found in the level of education: those with compulsory
secondary education or lower show a lesser degree of agreement with the statement about
the production of fake news, while those with non-compulsory secondary education are
more likely to think that AI makes it easier to produce and distribute fake news.
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Unlike the negative assessments of the impact of artificial intelligence on disinfor-
mation, which are fairly evenly distributed across the population, there are significant
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differences regarding the opinion that AI can be a tool to help citizens detect fake news, a
statement supported by 54.2% of the population surveyed. Women have a more positive
view of this function of AI than men do (50.7% men versus 57.6% women), as do lower-class
and left-wing people, while those who position themselves politically in the center are
more critical of it (only 48.7% think it can help debunk hoaxes). In this case, there are no
significant differences by level of education, nor by age, type of activity or size of place
of residence.

Table 2. Opinion on the impact of artificial intelligence on disinformation according to various
socio-demographic variables (valid %).

Help Produce
Fake News

Help Spread
Fake News

Help Debunk
Hoaxes

Total 86 84.1 54.2

Men 85.7 84.1 50.7 *
Women

Chi: 0.006 (third column)
86.2 84.2 57.6 *

15 to 24 88 85.9 56.2
25 to 44 87.3 86.2 50.9
45 to 59 82.3 82.2 58.1

60 and over
Chi: Not significant

87.5 82.4 53.1

No studies or primary 77.1 * 79 61
Compulsory secondary studies 77.8 * 80.7 53.5

Non-compulsory secondary studies 91.9 * 87.9 * 56.8
University studies

Chi: 0.000 (first column)
Chi: 0.014 (second column)

84 82.1 51.1

Upper and upper-middle class 86.6 85.5 59.2
Middle class 83.5 83.8 55.2

Lower-middle class 88.5 83.4 50.1
Lower class

Chi: 0.036 (third column)
86.6 86.6 63.2 *

Left wing 87.9 87.1 58.5 *
Center 84.7 82.9 48.7 *

Right wing
Chi: Not significant

88.2 84.1 55.6

Working 84.2 83.1 54.6
Retired 88.1 88.2 50.4

Unemployed 90.6 83.2 52.2
Student 90.6 85.8 56.9

Homemaker
Chi: Not significant

83.3 86.9 55

Fewer than 10,000 inhabitants 87.2 83.3 50.6
Between 10,001 and 50,000 inhabitants 85.3 85 52.9

More than 50,000 inhabitants
Chi: Not significant

85.9 83.9 56.3

Source: created by the authors based on the survey “The impact of disinformation in Andalusia”. Note: cells
marked with an asterisk (*) indicate that corrected standardized residuals are different with respect to a ran-
dom distribution.

As a final step, a logistic regression analysis (Table 3) was performed to jointly analyze
how the independent variables influence the probability that a person considers that AI
helps to produce fake news (column 1), to distribute it (column 2) or to combat it (column 3).
To see how the independent variables are associated with the dependent variable, we
analyze the Exp(B) (logistic regression coefficient), which represents the probabilities of
change in the dependent variable associated with a one-unit change in the independent
variable. As all the independent variables have been included in a dichotomous way
(with values 0 and 1) and one of the categories has been taken as a reference, Exp(B) is
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interpreted in the following way: when the values are greater than 1, the probabilities that
the person agrees are higher in that category than in the one taken as a reference (which
appears in brackets); when the value is less than 1, the probabilities are lower than in the
reference category. For example, analyzing Table 3, it can be noticed in the third column
that the probability of a person on the left considering that AI helps to dismantle hoaxes
is 1.613 times higher than that of a person in the center, while in the first column, we
can see that a person with no education or with primary education has a probability of
0.215 of considering that AI helps to produce disinformation compared to a person with
non-compulsory secondary education.

Table 3. Logistic regressions: determinants of the opinion on the impact of artificial intelligence
on disinformation.

Help
Produce

Fake News

Help
Spread

Fake News

Help
Debunk
Hoaxes

Sex (Ref. Men) 1.085 1.143 1.251

Age (Ref. 25 to 44)
15 to 24 1.171 1.038 1.204
45 to 59 0.821 0.759 1.513 **

60 and over 1.632 0.773 1.172

Level of education
(Ref. Non-compulsory secondary studies)

No studies or primary 0.215 ** 0.469 * 1.592
Compulsory secondary studies 0.306 ** 0.621 0.810

University studies 0.610 * 0.699 0.808

Subjective social class
(Ref. Middle class)

Upper and upper-middle class 1.454 1.273 1.658 *
Lower-middle class 1.656 ** 1.015 0.886

Lower class 2.441 * 2.085 1.617 *

Ideology (Ref Center)
Left wing 1.251 1.346 1.613 **

Right wing 1.428 1.077 1.329

Main activity (Ref. Working)
Retired

Unemployed
1.245
1.447

1.885
0.994

0.803
0.877

Student 1.371 0.809 1.219
Homemaker 2.237 2.609 0.865

Size of residence (Ref. More than 10,000 inhabitants)
Fewer than 10,000 inhabitants 1.129 0.947 0.893

Between 10,001 and 50,000 inhabitants 1.045 1.161 0.818

Constant 5.469 ** 5740 ** 0.806

N 1231 1232 1226

R2 Nagelkerke 0.079 ** 0.036 0.048 **
Source: created by the authors based on the survey “The impact of disinformation in Andalusia”. Note: Exp(B).
Sig. * p ≤ 0.05, ** p ≤ 0.01.

The regression analysis shows results that largely coincide with those observed in
Table 2, when each independent variable was studied separately, although there are also
some differences. Of the three dependent variables analyzed, two models are significant
(the production of fake news and combating it) and one is not (the distribution of fake
news), so we will focus on the first two cases. Starting with the similarities between the
results found in the regression in Table 3 and those included in Table 2, in both cases,
there are no significant differences by gender, type of occupation or size of municipality
for either of the two variables analyzed, nor are there any significant differences for age
when studying the production of fake news. Finally, educational level again stands out as a
relevant variable, showing that those with less than non-compulsory secondary education
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are less likely to indicate that AI helps to produce fake news compared to those with
such education.

However, there is a difference because this group is joined by the group of people
with a university education, who also have a lower level of agreement with the statement.
The other significant difference is that, in the case of the variable on fighting fake news,
age shows significant differences in the case of the 45–59 age group, which agrees more
strongly with the statement than those aged 25–44. Ideology is also relevant in this case,
since, as mentioned above, people on the left agree more with the role of AI in combating
disinformation compared to those in the centrist group. Finally, subjective social class
is the only variable that is significant in both models: compared to middle-class people,
lower-middle- and lowerclass people are more likely to think that AI helps to produce
false information, while in the case of helping to combat it, upper- and upper-middle- and
lower-class people agree more with this role than the middle class.

One interesting and novel result of this study is that there is a positive association
between the two questions about the negative impact of AI on disinformation and the
question about AI’s positive impact: those who tend to agree that AI helps produce and
distribute fake news also agree that it can help debunk hoaxes (association data could be
provided under request). The relationship occurs both with all the original categories and
in the dichotomous ones. It would seem then that the perception of AI regarding false
content is complex and nuanced, given that there are individuals who see positive and
negative aspects at the same time.

When studying the Andalusian public’s perception of the impact of artificial intel-
ligence on disinformation, it must be borne in mind that around 11% of the population
surveyed indicated that they did not know (around 10%) or did not want to answer (1.5%).
The figures are higher among the population aged 60 and over, as well as among the
retired (around one in three) and are also significantly higher than the average among those
with a maximum of primary education (one in four chose one of these two options) and
people dedicated to homemaking (one in five). At the other extreme, those who opt for
these replies are fewer than 5% among the population aged 15 to 44, among people with
university studies and among students. The data shown refer only to those who have stated
that they have an opinion on the consequences of AI in the production and distribution of
fake news and in the fight against it.

4. Discussion and Conclusions
This paper offers the novelty of being one of the first empirical measurements of how

citizens perceive the correlation between AI and false information. Three objectives and
two hypotheses were established for its study, addressed through a survey conducted with
1550 subjects in Andalusia in December 2023.

The first aim was to determine the general population’s degree of awareness of AI
(Table 1). The result is significantly high considering its recent popularization: 91.9% have
heard of it. It is interesting that no marked differences are found based on age, subjective
social class or ideology. That provides an idea of the transversality and speed with which
said technological advance has been disseminated and perceived by public opinion.

However, the data show that people over 60, with a lower level of education, who are
retired or who live in small towns are more likely to be unaware of AI. These profiles allow
us to begin to define the groups that may present, due to lack of awareness, a higher degree
of vulnerability to this phenomenon as well as to information disorder (Herrero-Curiel &
La-Rosa, 2022). These collectives, together with people dedicated to homemaking, had a
lower response rate to the questions posed; therefore, it is they who should be the focus
of literacy strategies intended to face this challenge. Education in media and information
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literacy (MIL) is crucial. The integration of AI into media literacy is essential to teach how
to identify false content that can be created with current information tools, as well as to
have basic notions of verification (Deuze & Beckett, 2022).

The second objective was to look into public perception of the influence of AI on the
creation and distribution of fake news, or its ability, on the contrary, to offer solutions to
help citizens in the struggle against fake content (Figure 1). The balance leans towards the
negative, which is hardly out of kilter in a general context of mistrust towards traditional
social institutions (Edelman, 2023). A total of 86% believe that AI will be used to create fake
news, a figure significantly higher (12 points) than the average result of other, international
surveys (Ipsos, 2023), and 84.1% think that AI will improve its distribution. No differences
are found between sexes, subjective social class, age or ideology, although the figure
increases in people with a higher level of education (Table 2). Just as one’s level of education
is a proven factor in perceiving disinformation (Martínez-Costa et al., 2023), it is also
considered a determinant factor in having a pessimistic attitude towards AI’s ability to
worsen information disorder.

At the other end of the scale, 54.2% of respondents believe that AI will help detect fake
news. In net terms, therefore, pessimism carries the day. Differences are observed between
the perception of women and men, as the former place greater trust in the help that AI can
provide in fighting disinformation. There is also a positive relationship between trust and
other socio-demographic variables: social class—lower-class people—and ideology—left
wing. These last pieces of data are significant since it has been proven that people who
identify with the right wing are more likely to share false content, and therefore, are more
vulnerable to this problem (Nikolov et al., 2021).

Finally, the multivariate analysis using logistic regression (Table 3) shows results
generally similar to those in Table 2 and shows that the socio-demographic variables
commonly used in social research do not have a great predictive capacity for opinions
about Artificial Intelligence. Educational level is a relevant factor only in the case of the
production of fake news, as the group most likely to mention this relationship is that with
non-compulsory secondary education.

Of the other variables analyzed, only the 45–59 age group (vs. 25–44) and left-wingers
(vs. centrists) are more likely to see AI as a tool to combat fake news. Subjective social class
emerges as a relevant variable, with lower-class people being more likely to both believe
that AI helps to produce false information and to combat it, an example of how complex it
is to study this phenomenon.

A possible explanation for the low predictive capacity of the models is that only
those who have answered the question are included in them, and as mentioned above,
there are large differences in the non-response rate between different social categories. It
seems, therefore, that the socio-demographic variables are more related to having sufficient
knowledge to have an educated opinion on AI than to the specific assessment of AI,
which is quite homogeneous in the population. The second hypothesis (The social groups
most exposed to disinformation will present a more negative view of the impact of AI
on the production and distribution of fake news or their ability to combat it) is only
partly confirmed.

It is interesting to contrast these data, which focus on the relationship between disin-
formation and artificial intelligence, with more general questions about the social effects
of AI. The CIS study “Perception of Science and Technology” (2023) shows 76.3% of the
population agree that AI benefits society, with greater optimism among those under 34
years of age and those with higher education. On the other hand, 69.9% consider it a
danger, without major differences by sex and age, although people with higher education
tend to perceive danger to a greater extent. The CIS showed several years ago how an
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overwhelming majority of citizens, 80.7%, agreed that AI and robotics will eliminate more
jobs than they create (Centro de Investigaciones Sociológicas, 2017). These data show, on
the one hand, that public opinion does perceive the complexity of the social effects that
AI may have, both the beneficial and the harmful, and on the other, that when questioned
about specific aspects (jobs, disinformation), negative perceptions are more widespread
than the perception of advantages in general.

Throughout these conclusions, those variables have been analyzed that predict vul-
nerability to artificial intelligence; confidence in its positive aspects in the fight against
disinformation; or, on the contrary, belief in its danger, as established in the third objective—
observing the differences in the perception of AI and its relationship with disinformation
in the socio-demographic variables analyzed. In summary, level of education is the only
determining characteristic against both phenomena (Beauvais, 2022). Therefore, the value
of media literacy against information disorders and artificial intelligence is an urgent public
need, especially for people over 60 years of age.

Socially, one achievement is that sex is not a variable that produces significantly differ-
ent values in the face of these phenomena. Women are more optimistic about the potential
of AI to prevent information disorders, which is significant since they are the ones who, to
a greater extent, suffer as the victims of hoaxes on social media (Queralt Jiménez, 2023).

In conclusion, this study presents, as a novel element, a primary approach with data
from a representative survey to how citizens perceive what the relationship between AI
and disinformation could be, within its limitations. Given that the data have been taken
from a representative sample of Andalusia—the most populous Spanish region—it would
be interesting to be able to compare these findings with those obtained in other regions of
the country or with data at a national level, to observe if there are similarities or differences.
To the best of our knowledge, no other regional study focuses on public perception of
the impact of AI on disinformation. This finding strengthens the novelty of our work
and highlights the interest in replicating it in other Spanish regions. On the other hand,
the fact that this study is a first approach to the incipient phenomenon of generative AI,
something accessible to all, calls for further studies in this line of research, combining
quantitative and qualitative techniques. It would be interesting to consider other variables
in the future beyond the classic socio-demographic ones. For instance, we could study the
extent to which people use AI in their daily lives (at work, at leisure, at school, etc.), as
well as exposure to different information channels, in order to study how they impact on
knowledge and opinions towards AI and its relationship with disinformation.
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