
Citation: Krysmon, S.; Claßen, J.;

Düzgün, M.; Pischinger, S. Real

Driving Emissions—Event Detection

for Efficient Emission Calibration.

Gases 2024, 4, 174–190. https://

doi.org/10.3390/gases4030010

Academic Editor: Cinzia Tornatore

Received: 30 April 2024

Revised: 24 June 2024

Accepted: 9 July 2024

Published: 12 July 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Article

Real Driving Emissions—Event Detection for Efficient
Emission Calibration
Sascha Krysmon , Johannes Claßen * , Marc Düzgün and Stefan Pischinger

Chair of Thermodynamics of Mobile Energy Conversion Systems, RWTH Aachen University,
52074 Aachen, Germany; krysmon@tme.rwth-aachen.de (S.K.)
* Correspondence: classen_joh@tme.rwth-aachen.de; Tel.: +49-241-80-48156

Abstract: The systematic analysis of measurement data allows a large amount of information to be
obtained from existing measurements in a short period of time. Especially in vehicle development,
many measurements are performed, and large amounts of data are collected in the process of emission
calibration. With the introduction of Real Driving Emissions Tests, the need for targeted analysis
for efficient and robust calibration of a vehicle has further increased. With countless possible test
scenarios, test-by-test analysis is no longer possible with the current state-of-the-art in calibration,
as it takes too much time and can disregard relevant data when analyzed manually. In this article,
therefore, a methodology is presented that automatically analyzes exhaust measurement data in the
context of emission calibration and identifies emission-related critical sequences. For this purpose,
moving analyzing windows are used, which evaluate the exhaust emissions in each sample of
the measurement. The detected events are stored in tabular form and are particularly suitable for
condensing the collected measurement data to a required amount for optimization purposes. It is
shown how different window settings influence the amount and duration of detected events. With
the example used, a total amount of 454 events can be identified from 60 measurements, reducing
184,623 s of measurements to a relevant amount of 12,823 s.

Keywords: RDE; event detection; emission calibration

1. Introduction

The fast pace of vehicle development, increasing complexity and the goal of increasing
efficiency and reducing emissions [1] to sustainably increase the air quality pose major
challenges to the development process in the automotive industry [2,3]. Particularly in
the field of vehicle applications, development engineers must meet the target times in the
development cycle with ever new technologies and specific technological system composi-
tions and, to this end, must carry out many tests and evaluate data. With regard to emission
calibration, in addition to technological advancements, new requirements have been added
to the process by legislation—especially the introduction of Real Driving Emissions (RDE)
in EU6d [4,5]—and will further intensify with the upcoming EU7 regulation [6].

Compared to conventional calibration, in which a fixed test cycle was focused strongly,
RDE tests offer a high variance, which further increases the requirements for a robust
calibration as well as hardware and exhaust aftertreatment (EATS) design [7]. Thus, the
analysis of different scenarios is of particular importance. Without a given driving profile,
the possible combinations of driving scenarios that need to be validated are infinite. This
situation requires that data management and data analysis are reworked to provide the
best possible basis for the development process with the new framework.

State-of-the-Art—Real Driving Emissions Calibration and Evaluation

This challenge is focused on different research approaches and different types of
proposed solutions for validating real-world driving emissions being under development.
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The approaches are based on different basic assumptions of necessary drive cycles to be
tested and can be applied in different stages of the development process. Typically, the
required on-road tests are supplemented by tests on the chassis dynamometer, since a
higher accuracy of the measurement systems can be guaranteed and a higher reproduction
quality is given [8–11]. While the overall accuracy of gaseous components with portable
emission measurement systems (PEMS) is good, reference [12] shows a deviation of 15% in
the NOX emissions and [11] a deviation of 22% in particulate number emissions, with CPC
(condensation particle counter) and DC (diffusion charger) showing similar results [11,13].

Worst-case approaches, which can be identified by design-of-experiment (DoE) in
simulation or engine test bench environments, are particularly suitable for final validation.
For this purpose, engine test benches are used in engine-in-the-loop (EiL) setups [14,15],
and emission mappings are used to design the cycles in such a way that emissions are
maximized by the operating points approached in the cycle. Approaches to this are
presented, for example, in [16–20] and often represent scenarios that are potentially unusual
in real operation, but may be checked in legally compliant tests. In addition, DoE and
engine test bench-based data collection methods are used to collect dedicated emission
data and derive test cycles and optimized calibrations [21–23].

The focus on probable driving behavior in real operation is typically represented
by cycles that either focus on creating real routes [24], replicate real routes, or represent
regionally typical driving behavior [21,25–30]. When transferring real routes to a test bench
environment, approaches are developed that focus on the operating point reproduction
of real drives on the chassis dynamometer [31–33]. This allows calibration changes to
be carried out and validated in a laboratory environment. The transfer to a virtual test
environment [34–37], on the other hand, allows free driving on virtual routes with different
traffic conditions in order to consider this factor in the validation [38].

Real driving behavior is usually ensured by the prior creation of databases [39]. These
collect the driving behaviors in a geographic region and allow a statistical analysis of a
large amount of data [40,41]. Typically, Markov chains [42] are used to identify the highest
probability operating point sequences from the statistical dataset and convert them into a
target speed profile.

One approach that strives to combine worst-case and likely driving behaviors is the
cycle generator approach presented in [43], which underlies this paper. In this methodology,
a cycle of critical measurement sequences is assembled while considering their statistical
relevance. The approach is presented in more detail in Section 2.

This article presents a methodology that focuses on the detection of critical and
relevant measurement sequences in the emission calibration process. With the aim to detect
sequences of interest—here, critical emission intensity—a method is presented that can be
used independently from the applied test bench. First, the overall concept, in the context
of which the methodology was developed and is applied in, is fundamentally explained.
An introduction of the theoretical methodology is provided by explaining the detection
methodology with its explicit structure. Furthermore, the definition of the threshold values
used to judge whether a critical sequence is persistent is shown. Then, an investigation
of the window design is carried out by comparing the impact of different history shares
within the used windows. Different durations and shares around the samples are iteratively
applied to the data of an emission calibration project. The results are discussed regarding
the preferred usability for calibration purposes.

2. Materials and Methods

The event detection methodology presented here is a sub-step in an overall concept for
emission calibration to identify critical sequences and create relevant vehicle-specific test
scenarios [43–45]. Here, critical sequences are defined as phases with increased emission
intensity. After the detection of these phases, which is discussed in detail in this paper, the
events are subjected to a statistical evaluation. By detecting clusters, the weak spots can
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be analyzed with respect to their frequency of occurrence and their total impact in real
operation. Finally, the emission events are used to create test scenarios, as presented in [44].

2.1. Requirements and Data Pre-Processing

The vehicle emission behavior is considered based on all available emission measure-
ments of the vehicle variant to be tested. They originate, for example, from measurements
on a chassis dynamometer with a constant volume sampling (CVS) system or road driving
with a PEMS. Initially, the separate measurements from the test bench (CVS or PEMS)
are synchronized with the engine control unit (ECU) data (using the exhaust gas mass
flow signal from engine control and emission measurement) and stored in a common
file (Figure 1). The resulting files are assigned a specific identification number (ID). All
meta-information of the measurement is stored in a database with reference to the test
ID. This includes details of the vehicle used, its condition, selected (transmission) driving
mode, ECU data status, fuel, test start temperature, etc.
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2.2. Event Detection Using Moving Window Analysis

Legislation regulates distance-specific pollutant emissions. A high value of this vari-
able can result both from short-term emission peaks and from increased emission intensities
that remain constant over a period. This is of high importance especially for low-covered
distances. Therefore, for an automatic analysis of critical sequences in measurement data,
two different approaches can be chosen:

• Peaks can be identified on a time basis by directly comparing the measured value with
a threshold value or by determining the deviation from an (moving) average value.

• Phases of increased emissions can be identified by their distance-specific course.

The definition of the threshold intensity in a time-based detection method is highly
dependent on the operating point and driven speed. For high vehicle speeds, a mass flow
may be uncritical; whereas, for low-speed phases, the same mass flow is highly critical.
The advantage of judging the distance-specific trace is the direct consideration of the
combination of emission trace and speed profile. This allows for the detection of emission
events based on their impact on the overall vehicle emissions in a test. As legislative
emission limits are also defined as distance-specific values, this allows to directly evaluate
the intensity in comparison to these. A distance-based intensity comparison allows to
decrease the direct dependency on the measurement system that could lead to different
characteristics of volume or mass flow peaks based on the sensor position and gas flow time
when considering a higher distance than provided by a single sample. A similar advantage
could be achieved by time-based methods by using, e.g., moving average windows.

Therefore, a distance-specific approach is applied in the procedure described here.
Alternatives, such as peak detections and time-based threshold-exceeding detections or
gradient-based strategies, have initially been analyzed for the specific use-case but resulted
in a high dependency of vehicle and drive profile. Approaches for such can be for example
found in [46]. Further methods for detecting events in time-based signals may use outlier
detections as given in an overview in [47,48]. Besides this, pattern recognition methods may
be useful for event detection algorithms to either identify repeating patterns or discords
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in measurement traces as discussed, e.g., in [49]. Contrary to the recognition of outliers
or discords as well as the identification of repeating patterns, for example, generically
applicable with the matrix profile approach presented in [50,51], the shape and repeatability
of critical sequences are not of interest specifically. Here, in the first step, the only relevant
characteristic is the increased emission intensity. Therefore, the use of such approaches is
waived, and a distance-specific threshold analysis is performed.

In both time-specific and distance-specific data analysis, the evaluation of individual
data points is strongly dependent on the quality of the raw data. Slight errors of the dead-
and gas-time corrections of measurement systems as well as the synchronization of ECU
and emission data can lead to misinterpretation of peaks of single samples. The method
presented here mitigates this problem by considering defined analysis windows in which
the data are evaluated like a moving average.

Time duration-defined windows of constant length (moving window—MW) are formed
around each sample, in which the distance-specific emissions are analyzed (Equation (1)).
For each sample, integral me,MW(t) of the emission (e) vector

.
me(t) is calculated from the

beginning of the window to the end. The window is defined by the duration that is added
in front of sample ∆t− (history) and behind the sample ∆t+ (future). Similarly, the travelled
distance within this time is calculated by integration of the driven speed v(t).

me,s,MW(t) =
me,MW(t)
dMW(t)

=

∫ t+∆t+
t−∆t−

.
me(t)·dt∫ t+∆t+

t−∆t− v(t)·dt
(1)

In this way, the calculation of the distance-specific intensity is not dependent on only
one sample but is smoothed by considering a longer period. The distance-specific emission
intensity me,s,MW(t) is then compared to a threshold value for each sample. If the emissions
in a window exceed the defined threshold value θMW , the analyzed sample is considered
as critical. This window procedure is similar to the MAW (moving average window)
procedure used to post-process PEMS tests in comparison to their standard behavior on a
WLTC (worldwide harmonized light duty test cycle). In this methodology, the CO2 results
of a WLTC are used to split the RDE measurement into windows. Each window describes
a time span, in which the vehicle emits half of the CO2 mass that is emitted during the
entire WLTC [52,53]. In the procedure proposed here, the window duration follows a fixed
time to reduce the dependency on the vehicle load point. Specifically for standstill and
idle phases, CO2-based windows may have an extraordinarily high duration, while for
high-speed phases, the duration may be rather short. At the same time, a direct correlation
between pollutants like PN or NOX to the CO2 emission cannot be assumed in general.
While the CO2 emission mainly reflects the required load and power (in combination with
the efficiency, the fuel consumption), the formation of pollutants is assumed to be rather
situation- and drive-profile-dependent.

The duration of the windows is particularly decisive for the intensity of the emission
profile for each sample and with this for the length of critical segments. Different lengths
are suitable for detecting both long-term elevated emission sequences and short-term peaks.
The distribution of window lengths around the analysis point defines at which point in
time a critical event is detected. By shifting the center of the window away from the
sample (∆t+ ̸= ∆t−), the recording flag for critical sequences is set at times where the
actual emission intensity may not yet be critical (e.g., for high ∆t+ values). The subsequent
analysis of the root causes for the emission intensities is based on the actual time-based
profile and thus not influenced by this.

The windows are characterized by different durations ∆tMW . In the analysis here, an
iteration of durations and combinations of history and future shares is performed. The
effect of different combinations of the overall window durations and shares of considered
history and future will be discussed in Section 3.

The overall principle of the event detection procedure is visualized in Figure 2. Fol-
lowing the calculation of all windows’ start and end positions, the window results are
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calculated for each sample. For each sample, several windows of different durations are
created. Afterwards, the window-specific threshold is calculated for each sample. By
comparing the window intensity to the threshold, the sample is categorized into critical or
uncritical. Consecutive critical samples are concatenated to a raw event. These are extended
in their history (+5 s) and future (+2 s) to further reduce the dependency on exact data
synchronization and to allow a higher consideration of the events’ history. To optimize the
detection to typical gasoline engine weak spots, events starting with a low downstream
lambda sensor voltage (UHEGO < 500mV—indicating a high amount of oxygen in the
three-way catalytic converter) or an activated fuel cut-off state are further extended in their
history to the beginning of the critical state and a maximum of 7 s. Events that overlap each
other after this correction are merged to a single event. For each of the final events, the
distance-specific emission intensity, travelled distance and average speed are calculated.
Events with a travelled distance of less then 5 m are removed. For each event, the applicable
threshold value is again calculated based on the final event’s average speed. Events that
are not exceeding the threshold value anymore are also removed.
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2.3. Detection Threshold

The level of the threshold depends on the desired intensity and is system-specific.
Setting high threshold values (greater than or equal to the legal limit) is suitable for creating
emission-critical cycles. The generation of a relevant driving profile although requires a
sufficiently large number of identifiable events, which depends on the baseline emission
intensity of the vehicle. Selecting a threshold value that is too high for the vehicle results in
only a small number of emission events being detected. A threshold value that is too low
results in a permanent detection of the static baseline emissions.

To define the specific threshold, an algorithm is created that first calculates the travelled
window distance dMW(t), the average window speed vMW(t) and the integrated window
emissions me,MW(t), according to Equation (1). Here, the window is arranged symmetrically
around every sample using a window setting of ∆t− = ∆t+ = 5 s. Afterwards, all
samples that show a window distance of dMW(t) < 0.002 km, negative cumulated emission
intensities me,MW(t) < 0 or NaN values due to measurement errors are removed. Then, the
distance-specific window emission intensity me,s,MW(t) is calculated (Equation (1)). The
window intensities are shown in Figure 3 based on the average window speed (left) and
window distance (right). The data show an overall lower intensity with increasing window
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speeds due to the higher travelled distance. This motivates for a threshold value that is
more dependent on the vehicle speed than a static value.
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Figure 3. NOX emission intensity based on average speed and distance for threshold analysis.To
define the threshold as a speed-dependent value, an investigation of the impact of a potential
threshold value is performed for each RDE phase. According to the legislation [4], the urban phase
u is defined by 0 km

h ≤ v ≤ 60 km
h , rural r by 60 km

h < v ≤ 90 km
h and motorway m is defined as

90 km
h < v. For the motorway phase, the maximum limit of 160 km

h is not considered, to also take
higher speeds into consideration during the calibration process. The share of detectable samples for
potential threshold values is shown in Figure 4.
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Here, the integrated NOX window emissions are compared to the threshold on the
x-axis. If the window emissions are exceeding the threshold, they are counted as detectable.
The y-axis demonstrates how many single samples (relative to the absolute number of
samples in the specific RDE phase) can be identified as critical for a certain threshold
value. For the later event detection, it must be considered that a final event is defined by
a series of critical samples. The final threshold is usually defined by a value between the
20th percentile and the 50th percentile to be able to detect a suitable number of events for
system optimization.
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Comparing the impacts for urban (top left), rural (top right), motorway (bottom left)
and total (bottom right), the difference in the baseline level of the different speed phases
becomes visible. While for the urban phase, a value up to roughly 30 mg

km (reflecting 50%
of the legislative NOX limit) reflects the 20th percentile, such a value would not allow to
identify a sufficient number of events for rural and motorway areas. For the rural area,
a lower threshold is suggested than for the motorway phase. This is often caused by
events in the motorway phase that show too high of space velocities due to high exhaust
gas mass flow at high-speed accelerations, leading to an insufficient conversion in the
catalytic converter.

The threshold for each sample’s moving window is based on the average speed within
the window. The threshold is designed as a linear interpolation between set grid points. The
linear interpolation focuses on the physical system behavior and avoids sudden changes
in the threshold value, which would occur with fixed threshold limits for the RDE phases
urban, rural and motorway (switch instead of interpolation). In the calculation according
to Equation (2), the threshold value for a corresponding window θMW is determined by the
emission threshold θu,r,m and the velocity points vθ,u,r,m based on the average velocity of
the window vMW .

θMW(vMW) =


θu , vMW ≤ vθ,u

θu +
vMW−vθ,u
vθ,r−vθ,u

·(θr − θu) , vθ,u < vMW ≤ vθ,r

θr +
vMW−vθ,r
vθ,m−vθ,r

·(θm − θr) , vθ,r < vMW ≤ vθ,m

θm , vθ,m < vMW

(2)

Within the here-discussed exemplary application of the event detection, the values are
set according to Table 1, reflecting roughly the tenth percentile of detectable samples using
the ±5 s windows.

Table 1. Applied threshold values for event detection.

Criteria Urban u Rural r Motorway m

vθ,i/ [ km
h ] 50 75 120

θi/[ mg
km ] 60 30 30

While a higher number of events based on the 20th percentile is usually preferred for
the calibration process, the lower number is chosen here to evaluate the algorithm of event
detection itself. A detailed judgement of the vehicle’s calibration is not targeted.

2.4. Test Parameters and Data

The analysis of the event detection is carried out in three steps:

1. The basic setup of the event detection is implemented.
2. The duration of the windows is varied to analyze the impact of the timespan that can

be considered for each sample.
3. The layout of the windows around each sample is modified to investigate the influence

of different distributions of history and future shares.

The database consists of 60 emission measurements carried out during the develop-
ment process of a gasoline engine-powered vehicle. It includes 13 PEMS measurements
of different routes and 47 chassis dynamometer tests using 12 different speed profiles at
varying ambient conditions. The ECU dataset as well as vehicle hardware are kept constant
within all measurements and are designed for EU6d legislation. The data were collected
with a J segment vehicle, as described in Table 2.
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Table 2. Specifications of test vehicle.

Criteria Value Criteria Value

Vehicle mass >2000 kg Drivetrain All-wheel drive
(AWD)

Engine Inline 4 cylinder Gearbox Automatic
Transmission (AT)

Max. power >180 kW EATS

Three-way catalytic
converter (TWC) and
Gasoline particulate

filter (GPF)
Max. torque >300 Nm Fuel Gasoline

For the window layout, different durations are calculated iteratively with window
durations from 4 s up to 20 s with a step size of 1 s. The positioning of the windows around
each sample is also adjusted iteratively for each window duration considering 0% to 100%
of the window duration in the past of the sample with a step size of 10%. To test the
behavior of the event detection on different characteristics of target data, it is applied to
the trace of the NOX tailpipe emission mass flow and to the trace of PN tailpipe emission
number flow. All data are resampled to an f = 1 Hz resolution to provide the same
resolution of PEMS measurement data (available in f = 1 Hz), chassis dynamometer data
(available in f = 10 Hz) and ECU data (recorded by integrated calibration and application
tool software INCA(V7.3) by ETAS in different, higher frequencies).

3. Results

The influence of different window lengths on the number of detected events and
their average duration are shown for PN emissions in Figure 5 and for NOX emissions in
Figure 6. For the definition of critical sequences, the data from Table 1 are applied. For the
PN events, the number of detected events (Figure 5, left) decreases with increasing window
length. At the same time, the average duration of the detected events increases (Figure 5,
right). A similar pattern for the duration of the detected events is shown for NOX emissions
(Figure 6, right).
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Figure 6. Influence of the window duration on the number of detected events (left) and average
duration (right) for NOX emissions and 20% history consideration.

Contrary to the trend of decreasing event number with increasing window length
for PN emissions, NOX emissions show a maximum at 12 s window duration. This trend
is due to the varying threshold over the velocity. By lengthening the windows, a lower
average speed is achieved in some cases than in the shorter windows. This correspondingly
increases the relevant threshold. In addition, the events in longer windows are partly
interrupted and can be divided into several individual events.

A qualitative weak spot analysis and the reproduction of critical sequences on a test
bench require a detection period that contains the root cause of the event. Detecting events
just once the critical intensity is present will not allow to reproduce the critical system
behavior or analysis. A criterion to judge the positioning of the windows is the location of
the intensity maximum within the events. To enable a reproduction of the causal system
states, the detection of the event before reaching the maximum intensity is useful. The effect
of window length and distribution of duration around the analysis point on the position of
the intensity maximum is shown for PN in Figure 7 and for NOX in Figure 8.
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For different window durations (∆tMW = 4 s to ∆tMW = 20 s), the intensity maximum
position is evaluated for history (∆t−) shares of ∆t−s = 0% (analyzing only future of
sample—looking forward) to ∆t−s = 100% (analyzing only history of sample—looking
backward) in 10% steps. A full-history consideration (∆t−s = 100%) will calculate the
sample intensity based on the last ∆tMW seconds. Therefore, it only considers data that
already happened. The events displayed here are formed by concatenating consecutive
critical samples (event duration not limited by window duration). The analyzed relative
maximum position is,max,ev

(
∆tMW , ∆t−s

)
refers to the position in the already concanated

event. The distance-specific position is evaluated relative to the length of the event. A
value of is,max,ev = 0% means that the distance-specific intensity maximum occurs directly
at the beginning of the recording. For a value of is,max,ev = 100%, the maximum is present
at the end.

For PN (Figure 7), the length of the windows is not significantly relevant for the
location of the maximum. The proportion of history, on the other hand, has a significant
influence on its position. Across all window lengths, a decrease in the relative maximum
position can be seen as the proportion of history increases. With a share of ∆t−s = 100%
history, an average relative position of is,max,ev = 10% is reached, i.e., a position in the event
immediately after the start of recording. Considering ∆t−s = 0% history, the maximum
occurs significantly later in the recorded sequence at is,max,ev = 80%.

The consideration of the influence of ∆tMW and share of history ∆t−s for NOX (Figure 8)
shows slight differences. With a low proportion of history, increased fluctuations of the
position depending on the window duration occur. A maximum of about is,max,ev = 90%
is reached with a window duration of ∆tMW = 10 s and a history share of ∆t−s = 10%.
Analogous to the behavior for PN, the influence of history on the position of the maximum
also predominates for NOX emissions. A decreasing trend of the relative position with
increasing share of history can be derived. However, the latest position is not detected at
the lowest share of history, especially in the range of window lengths between ∆tMW = 13 s
and ∆tMW = 17 s, but reaches this point at a share of history of about ∆t−s = 20% to
∆t−s = 30%.

The influence of the history portion on recorded sequence and the position of the inten-
sity maximum is illustrated in Figure 9. For a measurement section with NOX emissions, the
effect of three different history distributions for event detection with ∆tMW = 20 s window
duration is shown. In addition to the velocity v, NOX emission mass flow

.
mNOx, voltage of

downstream lambda sensor UHEGO and the indicator for the presence of operation in fuel
cut-off bfco, the distance-specific emission intensities mNOx for the three window variations
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are shown. The last three plots show the time during which the emission threshold is
exceeded bSE (bit single event).
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In the deceleration phase at the start of the event (t = 580 s to t = 590 s), the vehicle is
in fuel cut-off mode, in which no fuel is injected into the cylinders. As a result, the catalytic
converter is saturated with oxygen. The condition is expressed by the low lambda sensor
voltage. Thus, the system is not capable of sufficiently converting NOX emissions during
restart (t = 594 s), resulting in the increased NOX intensity. Due to the rich mixture used
to purge the catalytic converter, the stored oxygen decreases, which is evident from the
increasing UHEGO (t = 597 s). The subsequent renewed braking phase with fuel cut-off
(t = 600 s to t = 607 s) again leads to a state of insufficient conversion efficiency and
thus to a further breakthrough of NOX emissions, which remains uncritical in its intensity
(t = 607 s to t = 615 s).

Comparing the detection of critical intensities during restart in the different window
layouts, the window with ∆t−s = 50% history serves as a reference, reflecting a symmetrical
layout. Maximum intensity occurs shortly after the peak of the time-continuous NOX
emission mass flow, whereby the relevant threshold value is exceeded for the first time
at t = 596 s until t = 602 s. The resulting recording starts after the engine has already
restarted and, although it contains the emission breakthrough itself, is not suitable for
reproduction. The cause of the catalytic converter being saturated with oxygen cannot
be reliably reproduced considering this period. An additional extension of the history is
provided if a critical catalytic converter condition is expressed by a low sensor voltage or a
fuel cut-off at the beginning of the recording. Here, there is no fuel cut-off at the start of the
recording and the voltage of the lambda sensor is already rising.
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If the window is split with a focus on the future and only ∆t−s = 20% of the history is
considered, the event is detected earlier and recording is started at the end of the braking
phase. In this case, the stationary phase and the first start-up are included in the recording.
Due to the extension of the history in the case of fuel cut-off and critical catalytic converter
condition, the fuel cut-off phase can be reliably integrated before the event.

The variant with ∆t−s = 80% history detects the same trace with a time delay and
exceeds the threshold value significantly later at t = 602 s. Here, the start of the recording
is in the second fuel cut-off phase, which leads to an event that is no longer critical. The
actual event can, therefore, not be detected and reproduced.

Due to the different positions of the recording areas, the considered profile of emissions
and system states changes accordingly. The resulting profiles for the NOX mass flow and
the distance-specific intensity in the event are shown in Figure 10 for the detection variants
shown in Figure 9. The distance-specific intensity describes the quotient of the NOX mass
flow integrated up to the respective time and the distance currently traveled.
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The effect on the position of the maxima becomes apparent. For the window with
∆t−s = 20% history (Figure 10, top), the event is detected early. As a result, the peak of the
mass flow as well as distance-specific intensity is at the end of the recording. This results in
a high relative share of the event to be available for conditioning the system toward the
critical state. Although the time-continuous maximum is reached after the end of this event
and is correspondingly early in the variant with ∆t−s = 50% history (Figure 10 center), the
core cause can be reproduced and the initial start-up can be mapped. A slight increase in
the proportion of history is advisable. The distance-specific maximum is already reached at
the beginning of the event at ∆t−s = 50%, making it difficult to reproduce the system state.
The progression of the ∆t−s = 80% history variant (Figure 10, bottom) shows a consistently
non-critical emission progression since the critical sequence has already been passed.

4. Discussion

With the investigated approach for event detection in emission calibration, a high
potential to automatically analyze a high amount of data for relevant sequences is seen.
Judging sequences with a distance-specific approach offers a way to detect critical sequences
caused by low travelled distance as well as sequences characterized by high emission
intensity. Although the scanning approach of the moving analyzing windows smoothens
out the measurement quality for each sample, a high dependency on the explicit layout
is seen. On the one hand, the overall duration of the window that is used to evaluate the
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distance-specific intensity for each sample is influencing the estimation. On the other hand,
the layout around each sample is a crucial factor.

Windows of higher durations examine longer driving sections. This reduces the
number of detected events in general, although it also changes the average speed of the
window that decides on the applied threshold. While long window durations consider
primarily long-term increased emission intensities, short durations are useful to detect peak
events. After the single samples are analyzed by windows, the final events are re-evaluated.
For each event as combination of consecutive critical samples, the average speed and
distance-specific emission intensity for the complete event is calculated and compared to a
final threshold. Here, the average speed of the event can deviate from the average speed
that was considered for each single sample, which causes the threshold value to change. To
reduce the difference in average speed (and thus, threshold value) between the samples
and the final overall event, it is suggested to use multiple windows at the same time.

For the final layout of the windows around each sample, the target of root cause
analysis and reproducibility when re-driving the events is to be considered. The extracted
events must be detected already slightly before the critical intensity is evident to include
the recording of the operation that has led to the critical system state. A high focus on the
future development of emissions leads to the detection of driving events in which there is
not yet an increased intensity. A strong consideration of the past and symmetrical layouts
lead to emission events being detected too late. As a result, the emissions in the marked
area flatten out already and the recording of the origin of the event is lost.

With the findings on the influence of length and history, different windows are used
simultaneously in the project application, which enables the detection of both short-term
critical and long-term intensive driving situations. With extension in case of occurring
fuel cut-off phases or critical catalytic converter states at the beginning of the event, a
distribution of 25% history and 75% future is suitable to detect sequences that still show a
critical intensity but also show the operating conditions that lead to these. Table 3 shows
the finally selected layouts.

Table 3. Overview of event detection window layout.

Type ∆ttotal ∆t− ∆t+

MWpeak 4 1 3
MWshort 10 2 8

MWmedium 16 4 12
MWlong 20 5 15

Using these settings, a total amount of 454 events can be identified from 60 measure-
ments. This reduces the overall 184,623 s of measurements to a relevant amount of 12,823 s.
With the events showing an average duration of 28 s, they can be further clustered as
described in [54] to reduce the manual effort for the analysis of weak spots.

The moving analyzing windows around each sample of a measurement make the
analysis methodology robust against slight errors in the signal. The design of the windows
with an asymmetric distribution around the analysis point allows the measurement data
to be examined with a focus on future signal development. Thus, critical sequences are
already marked in their origin before the actual emission intensity exceeds the defined
threshold. This approach helps to understand the cause of the critical behavior and allows
the reproduction of the critical sequence in later emission tests.

5. Conclusions

The current EU6d legislation sets the boundary conditions for vehicle emission valida-
tion, while the potential extension of EU7 legislation further expands the scope for testing
a wide range of scenarios in automotive engineering. During the development process, a
variety of tests are performed on the chassis dynamometer with different speed profiles
and on the open road with PEMS in different boundary conditions. To minimize the level
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of manual analysis for identifying weak spots in a large amount of measurement data, this
article proposes an event detection approach that is capable of automatically examining
all accessible data and narrowing it down to the areas that require manual analysis. The
method is independently from advanced access to ECU values and solely relies on emission
and speed signals.

Detection of critical sequences involves

• Definition of analysis windows for each measurement sample with focus into the
future development of the signal traces.

• Integration of emission intensity and driven distance within these windows for calcu-
lation of distance-specific emission intensity for each sample.

• Threshold identification for critical intensity based on the average speed within the
analysis windows for each sample.

• Comparison of the distance-specific intensity to the threshold for each sample and
marking of critical samples.

• Summarizing consecutive critical samples to an event.
• Extension of beginning of event into past in case of critical initial situation (e.g., fuel

cut-off).
• Re-check of final event duration for critical intensity.

Parameters such as the speed-dependent threshold, number of windows per sample,
duration of windows and positioning distribution of windows can be adjusted for vehicle
individual use. The initial presented methodology for the threshold identification is
crucial for detecting vehicle-specific weak points and preventing critical data from being
undetected due to a selected threshold value that is set too high or for identifying long-
lasting events in the basic emission level. For the design of window duration, the impact
analysis suggests using multiple windows with different durations. For the distribution
of windows around the measurement samples, the analysis suggests a trend of focusing
the analysis windows slightly into the future instead of symmetrically around the sample.
This shows the advantage of identifying critical samples with a sufficient share of history
to understand and reproduce the critical system behavior. At the same time, this leads
to the approach of not being directly real-time capable, as a share of the future signal
traces must be known. While the event detection is only applied after having collected
complete measurements here, it could as well be applied in real-time with a slight delay of
the required future share of the designed windows.

Additionally, it is being studied for its application in other technical fields of vehicle
development. Battery electric vehicles are a particular area of focus where the methodology
can provide support for, e.g., thermal management. In addition, the combination with fuel
cell calibration tasks and the investigation of aging effects for fuel cell systems is focused.
The topic of analyzing the optimization of vehicle operation strategies in hybrid vehicles is
currently being investigated to improve system efficiency.
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