
Citation: Alexandridis, G.; Siolas, G.;

Papagiannis, T.; Ioannou, G.;

Michalakis, K.; Caridakis, G.; Karyotis,

V.; Papavassiliou, S. StreetLines: A

Smart and Scalable Tourism Platform

Based on Efficient Knowledge-Mining.

Digital 2024, 4, 676–697. https://

doi.org/10.3390/digital4030034

Academic Editor: Elpiniki I.

Papageorgiou

Received: 18 June 2024

Revised: 1 August 2024

Accepted: 8 August 2024

Published: 11 August 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Article

StreetLines: A Smart and Scalable Tourism Platform Based on
Efficient Knowledge-Mining
Georgios Alexandridis 1,* , Georgios Siolas 2 , Tasos Papagiannis 2 , George Ioannou 2 ,
Konstantinos Michalakis 3 , George Caridakis 3 , Vasileios Karyotis 2,4,* and Symeon Papavassiliou 2

1 Department of Digital Industry Technologies, National and Kapodistrian University of Athens,
34400 Psachna, Greece

2 School of Electrical & Computer Engineering, National Technical University of Athens, Zografou Campus,
15780 Athens, Greece; gsiolas@islab.ntua.gr (G.S.); tasos@islab.ntua.gr (T.P.); geoioannou@islab.ntua.gr (G.I.);
papavass@mail.ntua.gr (S.P.)

3 Department of Cultural Technology and Communication, University of the Aegean, University Hill,
81100 Mytilene, Greece; kmichalak@aegean.gr (K.M.); gcari@aegean.gr (G.C.)

4 Department of Informatics, Ionian University, 49100 Corfu, Greece
* Correspondence: gealexandri@uoa.gr (G.A.); karyotis@ionio.gr (V.K.)

Abstract: Identifying and understanding visitor needs and expectations is of the utmost importance
for a number of stakeholders and policymakers involved in the touristic domain. Apart from
traditional forms of feedback, an abundance of related information exists online, scattered across
various data sources like online social media, tourism-related platforms, traveling blogs, forums,
etc. Retrieving and analyzing the aforementioned content is not a straightforward task and in order
to address this challenge, we have developed the StreetLines platform, a novel information system
that is able to collect, analyze and produce insights from the available tourism-related data. Its
highly modular architecture allows for the continuous monitoring of varying pools of heterogeneous
data sources whose contents are subsequently stored, after preprocessing, in a data repository.
Following that, the aforementioned data feed a number of independent and parallel processing
modules that extract useful information for all individuals involved in the tourism domain, like place
recommendation for visitors and sentiment analysis and keyword extraction reports for professionals
in the tourism industry. The presented platform is an outcome of the StreetLines project and apart
from the contributions of its individual components, its novelty lies in the holistic approach to
knowledge extraction and tourism data mining.

Keywords: tourism platform; knowledge mining; sentiment analysis; keyword extraction; recommender
systems; semantic enrichment

1. Introduction

The digital age has revolutionized travel planning, with an unprecedented wealth of
tourism-related information readily available online. From comprehensive travel booking
platforms offering detailed listings of accommodation, attractions, and activities to social
media platforms where users share personal experiences and recommendations, travelers
are inundated with a vast array of options. These resources empower individuals to
conduct in-depth research, compare prices, and curate personalized itineraries tailored to
their preferences.

Tourism-related reviews and information available online are invaluable not only to
travelers but also to businesses and authorities. For businesses, especially those in the hospi-
tality and tourism sectors, these reviews serve as real-time feedback mechanisms, providing
insight into customer satisfaction, preferences, and areas needing improvement [1]. Positive
reviews can enhance a business’s reputation and attract more customers, while negative
feedback highlights potential issues that need addressing. Furthermore, businesses can
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analyze trends in reviews to adapt their services to meet changing consumer demands.
For authorities, online tourism data are crucial for informed decision-making and strategic
planning [2]. By examining reviews and social media discussions, the authorities can mea-
sure the success of tourism initiatives, identify emerging tourist trends, and understand
the economic impact of tourism in specific regions. These data help in the allocation of re-
sources, the development of infrastructure, and the formulation of policies that enhance the
tourism experience while ensuring sustainable development. Additionally, the authorities
can use this information to promote lesser-known destinations, thereby distributing the
economic benefits of tourism more evenly. Overall, the digital footprint of tourism-related
information empowers both businesses and authorities to make data-driven decisions that
enhance the overall travel experience and foster economic growth.

Crawling online resources for tourism-related reviews and information presents sig-
nificant challenges due to the vastness and diversity of the data sources [3]. The sheer
volume of content spread across multiple platforms, such as TripAdvisor, Google Places,
travel blogs, forums and online social media, requires substantial effort and planning in
collecting and processing it. Additionally, the aforementioned platforms often use varied
application programming interfaces (APIs) and data formats, further complicating data
extraction and standardization [4]. Reviews may contain unstructured text, images, ratings
and metadata, each necessitating different parsing techniques. The dynamic nature of
the web, with frequent updates and the introduction of new content, introduces an extra
challenge, as crawlers must continuously monitor and retrieve up-to-date data to maintain
relevance. Moreover, many websites employ anti-scraping measures, such as CAPTCHAs
and IP rate limiting, to protect their content, which can hinder automated crawling efforts.
Consequently, despite the potential wealth of available sources, crawling and effectively
utilizing tourism-related reviews and information online demand the development of
robust methodologies, as well as careful consideration of ethical practices.

The proposed StreetLines platform, an outcome of the StreetLines project [5], tries to
address the issues discussed above through the development of a versatile and modular
information system that can harvest data from a growing variety of open platforms of
touristic content and online social media, to perform the required analysis and to automati-
cally produce insights for the strategic design of actions and policies that are expected to
bring about better and more adequately distributed support of tourist destinations and
services. In the context of this project, the following appropriate methodologies have
been designed, along with software tools that have been developed and integrated into a
platform: (i) efficient data collection from websites and online social media, (ii) functional
representation and storage of multi-modal data, (iii) innovative knowledge extraction
algorithms, (iv) sentiment analysis methodologies on free-text reviews and (v) algorithms
for generating recommendations.

The generated insights can be used in many ways, such as to identify the current
habits/desires of visitors to a particular place, the type of content and the communication
channels they prefer in order to determine the most efficient promotion strategy (advertising
and promotions) of a tourist service or product. It can also be exploited to analyze current
and emerging trends (accommodation, diet, events, etc.), consumer interests and passions
(what excites them, what are their priorities, e.g., environment, pets, etc.), and their concerns
(e.g., what they fear most about a trip) in order to define and personalize the products
offered accordingly.

The rest of this paper is structured as follows. In Section 2, relevant literature on
tourism platforms is presented. Section 3 outlines the overall platform architecture, il-
lustrating the flow of information between the provided services. Section 4 presents the
constituent parts of the proposed platform, with each component being analyzed in terms
of its operation and innovation. In Section 5, an initial evaluation of the platform as a
whole, as well as some of its components, is conducted. Section 6 discusses limitations and
possible extensions and finally the paper is concluded in Section 7.
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2. Related Work

In the current section, we first review tourism-related data mining platforms in
Section 2.1. More specifically, we examine tourism-related platforms in terms of their
data sources, and whether they come from a single source or are aggregated from mul-
tiple sources. Then, in Sections 2.2 and 2.3 we place the emphasis on two of the core
analytics services offered by the StreetLines platform: Keyword Extraction and Sentiment
Analysis, respectively.

2.1. Tourism-Related Data Mining Platforms

Even though many works in the literature mine tourism-related data for analysis pur-
poses, the vast majority rely on a single source, raising concerns about how representative
and valid the obtained results are [6]. For example, many works focus their analysis on
specific online social media, ignoring other sources (other online social media, the web,
etc.). In [7], the authors only examined Twitter (now X) when considering the popularity of
POIs and proceeded to apply text analytics methodologies to extract useful insights from
the data. Additionally, they produced a number of visualizations that were helpful in their
analysis. In [8], tourist destinations were mined from geo-tagged Flickr photos in order to
identify POIs, in an effort to quantify visitor travel experience and identify preferences.

Platforms that extract tourism and culture-related information from heterogeneous
data sources do exist, but quite often they place the emphasis of their analysis on specific
aspects of the available data, not offering a holistic approach with regard to specific areas
or regions. A typical example is BITOUR [9], which, despite integrating data from four
online sources (Twitter, Openstreetmap, Tripadvisor and Airbnb), performs only basic data
transformations, processing and visualizations; further analysis is limited to sentiment ex-
traction from the visitor-generated textual reviews, as well as the visualization of frequently
visited places.

There also exist cases of platforms that both consider heterogeneous data sources and
perform more thorough analysis, employing big data techniques, but they limit their focus
to specific cities or regions, failing to produce more robust tools. In [10], the authors describe
a pipeline for big data analytics for the city of Barcelona in Spain. They crawled online
social media and travel blogs, retrieving more than 100, 000 textual reviews written in the
English language by visitors and tourists over a period spanning a decade. After cleaning
and pre-processing the available data, they focused their analysis on a single landmark, La
Sagrada Familia church. In [11], the authors crawled data from TripAdvisor for the city
of Pokhara in Nepal for a period of two years. Then, they applied unsupervised learning
techniques in order to locate clusters in the data that would help them in correlating them
with other dimensions of their collected data, such as ratings and reviews.

2.2. Keyword Extraction

The domain of keyword extraction in touristic data has seen significant attention in
recent years due to the expanding reliance on digital platforms for travel-related informa-
tion. Various works [12,13] have focused on the extraction of key terms and phrases from
travel reviews, forums, and booking platforms to facilitate information retrieval, sentiment
analysis and content summarization in the tourism domain.

The authors of [14] proposed a Long Short-Term Memory (LSTM)-based neural net-
work model in order to extract key phrases from reviews collected from various online
sources. In this approach, the raw data are initially preprocessed and labeled to be able to
train the network in a supervised manner. The input is first passed through a pretrained
BERT (Bidirectional Encoder Representations from Transformers) model used as an encoder
and the output embeddings are then fed to a bidirectional LSTM. The model effectively
combines the BiLSTM architecture with Conditional Random Field as the final layer to
produce relevant keyphrases from the review texts.

Methodologies not relying on deep learning have also been employed in the con-
text of mining useful information from travel reviews. In [15], keyword extraction is
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performed on tourist reviews in Hokkaido. An initial pre-processing step is carried out
in this case, and irrelevant information and duplicates are also excluded. Subsequently,
two different techniques are employed to extract the main points of each review, namely
the term frequency–inverse document frequency (TF-IDF) and TextRank algorithms. The
results indicated that even more lightweight approaches like TF-IDF may extract quite
useful information in terms of the topics discussed and the main spots of attention in
touristic sights.

In contrast to the approaches outlined above, in the StreetLines platform, keyword
extraction is performed by transformer-based models (Section 4.2) and more specifically by
the DistilRoBERTa model [16]. Even though transformer-based approaches have been used
on tourism-related data before [17], none of them, to the best of our knowledge, has used
distilled versions of larger models, whose main advantages are the reduced model size and
the faster inference.

2.3. Sentiment Analysis

When delving into sentiment analysis within touristic data, researchers have explored
a spectrum of methodologies to discern opinions and emotions expressed in user reviews.
Numerous studies [18] have investigated the sentiment detection of traveler feedback,
aiming to decipher the nuanced perspectives and experiences shared across various desti-
nations and accommodations. These analyses have employed diverse approaches, leverag-
ing machine learning algorithms, natural language processing techniques, and clustering
methods to extract sentiments and key insights from the vast volume of user-generated
content in the tourism domain.

In [19], the authors explore sentiment analysis in hotel reviews sourced from a promi-
nent travel site within the tourism domain. This highlighted the increasing importance
of social media as a substantial data source for user opinions. The study introduces an
automated sentiment detection approach using the Fuzzy C-means clustering algorithm
to analyze hotel reviews. Several machine learning techniques, including Naïve Bayes, K-
Nearest Neighbor, Support Vector Machine, Logistic Regression and Random Forest, were
applied to classify sentiments within these reviews. Additionally, an ensemble learning
model combining these classifiers was proposed and evaluated, offering a comparative
analysis of their performance. Overall, the paper presents methodologies to automatically
assess sentiments in hotel reviews from a significant travel platform, employing diverse
machine learning techniques and an ensemble approach for classification.

Another attempt in which several machine learning algorithms are used to extract
sentiment from tourists’ reviews is presented in [20]. Traditional machine learning and
deep learning techniques are employed in order to predict both the reviews’ sentiments
and ratings (in a discrete form) from a set of reviews crawled from TripAdvisor. Among
the tested architectures, the bidirectional LSTM achieved the highest accuracy in both
tasks, outperforming Naive Bayes, SVMs, 1-D CNNs and simple LSTMs, highlighting
the advantages of deep learning algorithms over classical methodologies. Additionally,
the importance of the training dataset size on the overall performance of the algorithm is
emphasized, indicating the need for automated extraction tools on review platforms.

Unlike current approaches and following the reasoning of the previous subsection
(Section 2.2), in the current work, sentiment analysis is carried out by DistilRoBERTa [16],
a transformer-based model. Its main advantages for the task at hand are (i) the attention
mechanisms that uncover complex dependencies between review text and annotated senti-
ment and (ii) the compact size of the transformer, which speeds up training and inference.

3. System Architecture

Prior to the introduction of the overall system architecture and its individual com-
ponents, the theoretical framework supporting the tourism mining platform needs to be
discussed. In principle, tourism mining is an interdisciplinary subject involving many
areas, such as data science, information retrieval, natural language processing (NLP) and
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tourism studies, with the objective of systematically collecting, analyzing and interpreting
tourism-related information. Data can be either user-generated (e.g., reviews in free-text
form, photos and videos posted online), device-generated (e.g., GPS positioning, mobile) or
transactional (e.g., web searches, online booking) [13]. In the realm of the current research,
the emphasis is placed on user-generated content (UGC).

The main functionality of the presented platform would be to utilize advanced data
mining techniques to crawl and aggregate data from diverse sources of UGC, such as
review sites, social media, blogs and forums. NLP algorithms would be employed to
process unstructured text data, extracting key themes, sentiments and trends. Machine
learning models could be used to classify and predict tourist preferences and behaviors,
providing personalized recommendations and insights. Additionally, the framework
would incorporate data integration tasks to ensure that the most relevant and high-quality
information is available to all interested parties.

From a tourism studies perspective, the framework should aid in understanding
traveler behavior, destination image formation and service quality evaluation, ensuring that
the data mining processes align with the specific needs and contexts of the tourism industry.
The platform would also emphasize user interface design to present data in an intuitive and
actionable manner, allowing businesses and policymakers to easily interpret and leverage
insights. Ethical considerations, such as the prevention of biased or misleading information,
would be integral, ensuring the platform’s credibility and user trust. By integrating these
multidisciplinary approaches, the theoretical framework would enable a robust, efficient
and user-centric tourism mining platform capable of transforming vast digital data into
valuable, actionable insights for enhancing the travel experience and supporting strategic
decision-making in the tourism sector.

3.1. The StreetLines Platform

Figure 1 provides a high-level overview of the overall StreetLines architecture. At
its core, it is a modular architecture based on processing queues that provide decoupling
capabilities; producers do not need to know anything about consumers. Additionally,
queues provide an ideal way to create asynchronous data flow channels, providing an
interface to the outside world in the form of an API gateway.

Data flow

Discovery of
new sources

Activity QueueCrawling
Service

API Gateway

Analytics Services

Data
Sources

Sentiment
Analysis
Service

Keyword
Extraction

Service

Data Ingestion Services Data Storage Services

Data
Repository

Recommendation
Service

Entity Linking
Service

Figure 1. StreetLines platform architecture.
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The processing queues are implemented as groups of interconnected services, data
sources and repositories. There exist three groups of services: (i) data ingestion services (in
light-blue color) (ii) data storage services (in light-yellow color) and (iii) analytics services
(in light-purple color). As explained in the previous section, data sources include the
worldwide web, online social media, forums, blogs, etc.

Data ingestion services include the crawling service (described in detail in Section 4.1),
the discovery of new sources service and finally the data flow service. There are two ways
for new data sources to be included in the crawling procedure: either manually or having
been discovered after preprocessing the crawled data. In the latter case, possible sources
include hyperlinks, mentions in social media posts, etc. Candidate sources are stored in
a separate location in the data repository, to be later evaluated for their significance by
human experts. Both the crawling and the discovery of new source services feed data to the
data flow service, which ensures seamless communication with the data storage services
and more specifically the activity queue service that, in this case, stores the crawled data to
the data repository in a structured manner.

The activity queue service plays a central role in the proposed architecture, as it is
called by the analytics services, when the relevant data analysis is requested by the users
of the platform via API calls. These include the sentiment analysis service (Section 4.3),
the keyword extraction service (Section 4.2), the entity linking service (Section 4.4) and
finally the recommendation service (Section 4.5). It should once again be noted that the
architecture of Figure 1 is highly modular and easily extendible; indeed, plugging in a
new analytics service requires minimal effort as, apart from the API gateways it should
implement, it would only need to communicate with the activity queue service to read
from the data repository.

3.2. Implementation Details

All of the services presented in the previous subsection were implemented using
the Python programming language and the relevant modules for each service. In this
subsection, however, the development of the API Gateway is discussed in more detail, as
well as the web-based GUI, where all information is aggregated and visualized, in order to
gain various insights. In both cases, two popular and suitable Python frameworks have
been employed: FastAPI [21] and Streamlit [22].

FastAPI [21] is a high-performance Python framework for creating APIs. It stands out
for its remarkable speed, thanks to its asynchronous capabilities and efficient design. Fur-
thermore, its straightforward design provides a flexible interface for developers. FastAPI
utilizes Python data types for automatic data validation and generates interactive docu-
mentation based on OpenAPI standards. Supporting asynchronous programming and
WebSockets, FastAPI offers flexibility for a variety of web application needs and has become
the most popular framework for creating APIs and web services.

Streamlit [22], on the other hand, is an open-source Python library that simplifies the
process of building web applications and interactive charts. It has been designed with a
focus on simplicity and user-friendliness and is primarily used for data visualization and
the rapid generation of web applications. Interactive applications created with Streamlit are
based on Python scripts that include graphical elements like bars, buttons and text input
fields. These graphical components enable users to interact with data and view real-time
results. Streamlit applications can be employed for a wide range of purposes, including
data visualization, machine learning model development and prototyping.

The combination of FastAPI and Streamlit in the platform provides an efficient and
user-friendly environment for visualizing data and interacting with the available informa-
tion. Figure 2 displays the visualizations of the Sentiment Analysis module, as they appear
on the StreetLines platform. In the data repository (Figure 1), we have already inserted the
POIs for the region of interest (in this example, Attica, Greece) and therefore we are able
to select them from the drop-down menu (‘Acropolis’ has been selected in the example of
Figure 2). This results in the relevant service being executed asynchronously (Sentiment
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Analysis, see Figure 1) for the POI in question; data are requested from the Activity Queue
and are subsequently provided as input to the trained model behind the Sentiment Service.
Model predictions are then transferred to the API Gateway through FastAPI calls, where
Streamlit is used to produce the chart in Figure 2.

Figure 2. The sentiment analysis module of the StreetLines platform.

4. Components

In this section, the various components of the proposed platform are presented; start-
ing with the crawling process (Section 4.1), we proceed with the keyword extraction
methodology (Section 4.2), followed by the Sentiment Analysis procedure (Section 4.3).
Then, Entity Linking (Section 4.4) is presented, along with the Recommendation module
(Section 4.5).

4.1. Data Sources and Crawling

Two of the main services that store reviews of visitors and tourists in various locations
around the world are TripAdvisor [23] and Google Maps [24]. TripAdvisor started as a
travel website in 2000 and has now evolved into the largest travel social network, operating
in 40 countries, available in 20 languages, and containing 1 billion reviews for approximately
8 million locations worldwide. In addition to the website, it has applications for both
popular mobile phone platforms (Android and iOS), where the user can register either
with a Google account or with their email. Registered users leave personalized reviews
on points of touristic and cultural interest, both in the form of stars and in free text. Other
users can interact with them by liking them, following the user or sending them a direct
message. Also, certified POI owners (hotels, restaurants, etc.) can respond to user reviews.
However, a drawback is that the reviews are not verified in practice; that is, it is not certain
that the user who leaves a review for a place has actually visited it. Figure 3, below, contains
excerpts from reviews of a restaurant in Athens, Greece, as seen on the TripAdvisor website.
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Figure 3. Review excerpts on TripAdvisor for a restaurant in Athens, Greece.

Google Maps [24], a mapping and navigation application first introduced in 2004 by
Google Inc., has a built-in Places Service, which displays various POIs on a map, including
those related to culture and tourism. As part of Google Services available for desktop
and mobile devices, Google Maps are used by a very large number of people worldwide,
exceeding 1 billion. Similar to TripAdvisor, registered users leave personalized reviews
both in the form of stars and in free text. Certified business owners can respond to the
reviews, while other users can have basic interactions through a like button, as well as by
following the user in question, forming a primitive social network. In this case, as well,
the main drawback is that reviews are not verified in practice. Figure 4, below, depicts
an excerpt of reviews as they appear on Google Maps for the same restaurant in Athens,
Greece, as in Figure 3. Obviously, the reviews in both cases have been made by different
sets of users, which, however, may partly coincide.

Both of the aforementioned services provide APIs, which can return the reviews for a
given POI. However, they limit the results to either the five most recent (TripAdvisor [25],
Places API [26]) or the five most “relevant”, as determined by the service itself [26]. For this
reason and in order to be able to collect a sufficient amount of data for the analysis described
in the following sections, we chose to extract the reviews directly from the websites of the
two services, applying web scraping techniques [27].



Digital 2024, 4 684

Figure 4. Review excerpts on Google Maps for the same restaurant in Athens, Greece, as in Figure 3.

Web scraping is a technique for extracting data from the Web and storing it in a file
system or database for later retrieval or analysis [27]. Typically, web data are collected using
by software known as web crawlers. Due to the fact that a huge amount of heterogeneous
data are continuously generated on the Web, web scraping is widely recognized as an
effective and powerful technique for collecting large volumes of data [28]. To adapt to
a variety of scenarios, current web data harvesting techniques have been adapted from
smaller ad hoc, assisted processes to the use of fully automated systems that can turn entire
websites into a well-organized dataset. Modern web harvesting tools are not only capable
of parsing markup languages or JSON files, but can also incorporate elements of visual
analysis, as well as natural language processing techniques, to simulate how people browse
web content [29].

The process of harvesting data from the Web can be divided into two steps: (i) ac-
quiring Web resources and (ii) extracting the desired information from the acquired data.
Specifically, a harvester begins by making an HTTP request to obtain resources from the
target website. This request can be formatted as either a URL containing a GET query or
an HTTP message body containing a POST query. Once the request has been successfully
received and processed by the target website, the requested resource is retrieved and then
returned to the harvester. The returned resource can be of many types, such as web pages in
HTML format, data streams, XML or JSON files, or multimedia data such as images, audio
and video. After receiving the web data, they are analyzed, reformatted and organized in a
structured manner.

There exist two types of harvesters, depending on how they post-process the trans-
ferred resources: (i) those that treat web page content as pure text and multimedia and
(ii) those that try to recreate the Document Object Model (DOM) of the web page [30], to
varying degrees. The former type includes programs (e.g., wget [31] and curl [32]) as well
as programming libraries (e.g., urllib [33] and requests [34] for the Python programming
language), while the latter type also involves automation tools such as Selenium [35]), apart
from programming libraries (e.g., BeautifulSoup [36]). In general, harversters of the second
type are more complex to handle and program, but they are also the most suitable for the
objectives of the current work, as the examined webpages are not static and their DOM
is recreated by the browser asynchronously with the use of scripting languages such as
JavaScript and data transfers based on AJAX calls. In this respect, the harvester developed
in the context of the proposed architecture is based on the Python APIs provided by the
Selenium automation tool [35].

The aforementioned tool acts as a browser, in the sense that user interaction with a
website is simulated programmatically. Therefore, in order to fully function, it requires
the existence of a browser (e.g., Google Chrome or Mozilla Firefox), which is operated
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in the so-called “marionette” mode [37], where user actions (scrolling, clicking, etc.) are
performed by the harvester itself.

4.2. Keyword Extraction

Keyword extraction is performed on the free-text reviews that tourists make in online
platforms, like those discussed in Section 4.1. The objective is to extract the most significant
words and phrases out of the reviews for each POI, in order to quantify visitor opinion. To
this end, transformer-based models [38] are employed; more specifically, the DistilRoBERTa
model [16].

Transformers [38] constitute a category of neural networks developed for natural
language processing tasks. Their architecture allows models to comprehend the full se-
mantics of words in a text and understand the relationships between them. This makes
them particularly suitable for tasks such as sentiment analysis, language translation, text
generation and other applications that demand advanced text comprehension. BERT is
trained on large text corpora and possesses the capability to “comprehend” the complete
semantics and context of words. This means it can predict the next word that is likely to
follow in a sentence, taking into account the entire context. This ability makes it suitable
for various applications, such as sentiment analysis and keyword extraction.

Prior to model training, data pre-processing is performed in order to boost perfor-
mance. Initially, all stop words (articles, punctuation marks, etc.) are removed from the
reviews, as they do not provide substantial information to the model and complicate the
process. Subsequently, reviews are sorted chronologically and grouped by year and season,
in an effort to evaluate the evolution of visitor opinion over time. Each review is then
divided into tokens: word or small phrases (consisting of up to four words) using n-grams
of corresponding lengths.

The aforementioned tokens form the model input, which produces the respective
embeddings, essentially converting review text into numerical vectors. Following this, an
embedding is obtained out of the whole review text and is subsequently compared to the
embeddings of the individual keywords via an appropriate metric (i.e., cosine similarity).
Finally, the words/phrases whose embeddings exhibit the highest similarity score to the
embedding of the review are returned as the most relevant keywords.

In the framework of the current project, tokens were generated for n-grams of lengths
from 1 to 4, meaning that the candidate key phrases considered had a minimum length of 1
(single words) and a maximum of 4 (four-word phrases). The chosen DistilRoBERTa consists
of six blocks, and each attention layer includes twelve heads. The obtained embeddings
are vectors of size 768. Figure 5 displays keywords extracted from visitor reviews of the
Acropolis of Athens, Greece, retrieved from TripAdvisor.

Figure 5. Keywords extracted from visitor reviews of the Acropolis of Athens, Greece.
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4.3. Sentiment Analysis

DistilRoBERTa, outlined in Section 4.2, has also been employed for the sentiment
analysis task. In this setting, however, the model has been pretrained on five different text
datasets (BookCorpus [39], Wikipedia, CC-News [40], OpenWebText [41], Stories [42]) so as
to learn fundamental correlations between words and sentences that may appear in text.
Following that, every review undergoes a preprocessing stage, where it is tokenized in
words or sub-words, with each token being represented as a numeric vector (embedding).
The aforementioned embeddings are subsequently fed into the model that predicts the
sentiment polarity of the review (positive/negative), along with a confidence score.

In this specific application, the model is comprised of 6 transformer blocks, each of
which incorporates a multi-head attention layer with 12 heads. This design enables the
model to capture a wide array of dependencies and intricate relationships within the text,
enhancing its understanding of the context. In terms of the embeddings, they possess a
dimensionality of 768, implying that each token is encoded with a vector of 768 values
before being fed into the model. This rich embedding scheme empowers the model to
process and interpret the textual content effectively.

The process begins with the separation of reviews into phrases and the assignation of
emotional meaning to each of them. By utilizing information from the pre-trained model,
we can understand whether the reviews express positive or negative sentiments, along with
the intensity of each emotion, as it is represented by the confidence score. This procedure
helps in understanding how tourists perceive various destinations, what advantages and
disadvantages are mentioned, and how these emotions can influence travelers’ choices.
Furthermore, it is also possible to monitor the evolution of emotions via the analysis of
the relevant patterns and trends that may emerge, depending on seasons or events. This
perspective assists in mitigating negative aspects and enhancing travelers’ experiences.

The primary objective is to uncover overarching patterns in the expressions used and
to discern the sentiment prevalent in each comment. The analytical approach is twofold,
delving into both long-term trends and seasonal dynamics. In the former perspective, the
aim is to identify persistent linguistic patterns that emerge across diverse sets of reviews,
shedding light on the recurring themes and sentiments. Simultaneously, we seek to pinpoint
specific periods when reviews tend to turn negative, thereby exploring the correlations
between sentiment and the time of the year. The comprehensive analysis results in valuable
insights with respect to the expressed opinions, enhancing our understanding of the factors
influencing visitor experiences over time.

To accomplish this task, the reviews are categorized according to the season they
pertain to, and their sentiment scores, which fall within the [−1, 1] range, are extracted for
the corresponding seasons. To assess the reliability of the generated metric, these sentiment
scores are linearly mapped to the [0, 5] range, facilitating a direct comparison with user
ratings (stars) during the relevant time frames, as depicted in Figure 6 for the Acropolis of
Athens, Greece. A more detailed analysis has been published in a previous work by some
of the authors [43].

4.4. Entity Linking

User reviews often contain references to other POIs, or more generally, named entities,
as for example depicted in the review of Figure 7, where the visitor references in his/her
review another POI (Syntagma Square), a property of the visited POI (a museum containing
collections of Cycladic Art), and an event (the recent COVID-19 pandemic). It is obvious
that being able to identify relevant entities in text is of pivotal importance for the objectives
of the proposed platform, as it has the potential for uncovering hidden patterns in the
factors that affect visitor preferences to provide valuable insight into their attitudes.
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Figure 6. Sentiment analysis per season for the Acropolis of Athens, Greece.

The museum is within walking distance of Syntagma Sq. It is an intimate private museum featuring
Cycladic artifacts and sculptures. There were 4 floors with a one way system in place due to Covid
restrictions...
Figure 7. User review excerpt for the Museum of Cycladic Art in Athens, Greece (posted on
TripAdvisor).

In the NLP realm, the procedure described above is known as Named Entity Recogni-
tion (NER); this is the process of searching for and locating entity references in texts, as well
as assigning to them a label characterizing the type of entity, usually a unique Uniform Re-
source Identifier (URI) from a Knowledge Base (KB). This technique is extensively used in
an effort to locate patterns in textual data, under the constraint of acceptable computational
complexity [44].

One of the main issues of NER is that of ambiguity, where a candidate entity may
correspond to more than one category, or otherwise be identified by more than one URI.
In the example of Figure 7, “Syntagma Sq.” refers both to the square itself and the metro
station underneath. “Covid” may refer to the virus itself or the ensuing pandemic. This
problem is formally known as Entity Disambiguation (ED); that is, the process of matching
the nominal entities of unstructured text to entities in the NB. In contrast to NER, ED
identifies the entities in the knowledge base and, by extension, the meaning to which the
named references correspond [45].

Regarding the issue of ER, the existing detection and disambiguation tools do not offer
satisfactory solutions with easy parametrization, which is considered particularly important
for the design and implementation of more specialized applications [46,47]. In this respect,
automatically recognizing and supporting a new class of entities or determining how
to link entities to KBs is a particularly difficult task. A possible solution can be the use
of the Semantic Web as a KN, which has been explored in the literature in recent years,
as a dynamically parametrized technique [48–51]. In particular, semantically organized
information from available KBs on the Internet (e.g., DBPedia) can be used to more precisely
clarify the discovered entities.

In this work, ED is treated in the framework of Entity Linking (EL), a common
approach followed in the literature [52–55]. In EL, all possible candidate entities are
identified and matched to at least one named entity in the respective KB. This is achieved
by determining the semantic affinity of all “reference in text”–“candidate entity” pairs,
taking into account both the coherence between candidate entities in the same text passage
and the degree of similarity between the contexts of a reference and the text with which a
candidate entity is described.
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More specifically, we follow the approach described in [52]. Initially, review words are
converted into a suitable vector representation (embeddings) that preserves their semantic
meaning. Following that, they are provided as inputs to an entity connective model, whose
integral component are Bi-directional Long Short-Term Memory (BiLSTM) networks. The
aforementioned networks are considered to be within the state-of-the-art methods for
capturing the spatial relationship between words and the order in which they appear in a
text sequence [56].

For each reference entity, its embedding is expanded with neighboring words in the
text, so that the semantic context in which it occurs is taken into account during clarification,
thereby obtaining context-aware embeddings. Then, for each candidate named entity
reference in the text under consideration, the most likely candidate entities are selected
from KBs such as Wikipedia, Crosswikis and Yago, based on probabilistic algorithms [55].
For each candidate entity, a similarity metric (similarity score) is calculated, while the final
vector of candidate entities for each reference in the text is used for the processes of both
locating and clarifying entities.

The embeddings are subsequently presented to a fully connected, feed-forward neural
network that consists of three layers, (i) one responsible for the final vector representation
of the candidate nominal entities detected in the text, (ii) another one for computing the
similarity between candidate entities and the final entity interconnection and (iii) the
final one for their disambiguation. Finally, the semantic context of all occurrences of the
same candidate named entity is taken into account for ED; that is, not only in the specific
location in which the candidate entity has been located, but throughout the text. The
disambiguation process is based on the most frequently mentioned entities in text, whose
similarity is calculated against all the remaining entities left to disambiguate.

Figure 8 depicts the disambiguated text of Figure 7, where the text in brackets desig-
nates the semantically annotated entities located after the application of the ED process
described in this section. In this example, each annotation servers as an identifier to the DB-
Pedia KB ( e.g., [Syntagma_Square] points to the https://dbpedia.org/page/Syntagma_
Square entry of the KB, accessed on 29 February 2024). In this specific example, we can
see that the ED model correctly identified the reference to the Syntagma Square of Athens,
Greece, as well as the nature of the artifacts in the museum (Cylcadic art). However, it
failed to distinguish between the COVID-19 pandemic mentioned in the review (identi-
fier [COVID-19_pandemic]) and the COVID-19 virus (identifier [COVID-19]), thereby
exhibiting certain limitations of the approach that need to be further resolved by a hu-
man annotator.

The museum is within walking distance of [Syntagma_Square]. It is an intimate private museum
featuring [Cycladic_art] and sculptures. There were 4 floors with a one way system in place due to
[COVID-19] restrictions...

Figure 8. Semantically annotated user review excerpt for the Museum of Cycladic Art in Athens,
Greece (posted on TripAdvisor).

4.5. Recommendation

Recommender Systems (RS) are software tools used to propose new, unseen items to
users, according to their needs and preferences [57]. Items can be of various kinds: physical
(e.g., products, books) or intangible (music, films, etc.). In the context of the current work,
objects are exclusively POIs, while the users are the visitors to an area. In this respect, the
objective of the RS is to suggest new and interesting POIs to visitors; that is, locations that
the visitor has not visited before (“new”), which are expected to be a match for his/her
tastes (“interests”).

RSs try to model visitor taste based on his/her past interactions, and for this reason
machine learning methodologies are extensively used in this realm. ML methodologies
typically model visitor taste by creating a “profile” for him/her, based on his/her “history”
(set of POIs already visited). Then, on the basis of the constructed profile, the algorithm
produces new recommendations. The type of feedback provided by the user can either be

https://dbpedia.org/page/Syntagma_Square
https://dbpedia.org/page/Syntagma_Square
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explicit, such as the rating of a POI on a 5-star or a binary scale of like/dislike, or implicit,
where no ratings or reviews are involved, but the presence of a visitor to a POI is designated
to be an indication of interest.

In the context of the current work, Bayesian Personalized Ranking (BPR) [58] has been
chosen because it supports both of the aforementioned feedback types and additionally
it has been successfully realized several times in the past in culture- and tourism-related
recommendations. BPR produces a ranked list of recommended items, where each item’s
score is determined by the maximization of the probability (likelihood maximization) of
observing the specific training data.

In BPR, each user and item is represented by a vector in a latent feature space, which
encodes user preferences and item characteristics, respectively. Vector values are learned
from the history of each user, with the objective function being optimized on both positive
and negative feedback pairs. The former are user-item pairs encountered in the training
dataset, while the latter are not. Therefore, the training objective is to learn to rank positive
pairs higher than negative ones.

Like most supervised learning algorithms, BPR uses stochastic gradient descent to
optimize the user and item latent representations. Since, in most practical RSs, negative
pairs far outnumber positive ones, BPR samples negative pairs during the training process.
Additionally, in order to avoid complex representations, a regularization term is also added
to the objective function. Once training is complete, the model can predict user preferences
on items he/she has not encountered yet.

In the example of Table 1, a personalized recommendation list produced by BPR for
a sample user is displayed. The training data have been obtained for the city of Athens,
Greece, according to the crawling procedure described in Section 4.1. POIs are returned
in a ranked list, where the rank number is determined by the BPR score (3rd column of
Table 1). Naturally, this architecture is extensible and may be provided as a service to the
visitors of an area, should they choose to subscribe to a relevant service.

Table 1. Set of recommended POIs in Athens, Greece, for a sample user.

Result POI BPR Score

1 Benaki Museum 0.1390
2 Church of Kapnikarea 0.1107
3 Arch of Hadrian 0.0880
4 Attiko Metro 0.0765
5 Anafiotika 0.0761

5. Evaluation

This section discusses a preliminary evaluation of the StreetLines platform. The
said evaluation can be performed at two levels: at the platform level (Section 5.1) and at
the service level. In Section 5.2, an initial assessment of the Sentiment Analysis service
is provided.

5.1. Platform

The StreetLines platform implements a comprehensive approach to extract valuable
insights from users’ reviews by integrating two layers of services: Sentiment Analysis
and Keyword Extraction at the first layer, and Entity Linking and Recommendation at
the second. The culmination of these analyses is presented in the form of charts and
plots within a user-friendly web application. This visualization approach enhances the
interpretability of the results, empowering policymakers and interested individuals to
quickly grasp overarching trends and sentiments.

Despite meeting the requirements to comprehensively analyze and present insights
derived from users’ reviews on the internet, the current limitations should also be discussed.
Firstly, as the platform is designed to crawl data from online services, it is sensitive to data
format alternations or sudden policy changes of service owners (e.g., blocking crawlers).
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Regarding keyword extraction, keywords consisting of up to 4 words can be extracted
by the model, although this is an implementation choice that was adopted in order to
preserve the balance between efficiency and extracted knowledge quality. Finally, in terms
of sentiment analysis, the final score can be interpreted as negative, neutral or positive,
indicating the overall users’ satisfaction without explicitly focusing on specific aspects.

5.2. Sentiment Analysis Service

In order to be able to evaluate the performance of the model behind the sentiment
analysis service (Section 4.3), we treat the task as a supervised learning problem. In this
respect, there is a limitation arising from the lack of ground-truth labels from the extracted
reviews. This means that the polarity and sentiment score of the reviews is not known
beforehand. Therefore, it is not possible to directly compare the model’s predictions
with actual sentiment labels and derive system performance metrics. For this reason, we
proceeded with two different evaluation protocols.

In the first case, an annotated dataset of reviews from TripAdvisor [59] was employed,
on which standard supervised learning metrics had been computed. Since the crawled data
were also tourism-related and came from similar platforms, the model’s performance on
the selected dataset was expected to similar to its performance on the crawled data, thereby
exhibiting its generalization capability.

Table 2 summarizes the precision, recall, F1-score and accuracy scores of the model on
the TripAdvisor dataset [59]. With the exception of the recall metric on the negative class,
all other metrics demonstrated efficient operation, which means that the proposed model is
able to identify the actual sentiment of each review in the vast majority of cases. The model’s
performance on the negative sentiment class is somewhat below that of the positive one,
and this behavior is attributed to the class imbalance between the two categories, something
that should be taken into account in future model updates.

Table 2. Sentiment classification performance on the TripAdvisor dataset [59].

Precision Recall F1-Score Support

NEGATIVE 0.83 0.72 0.77 61
POSITIVE 0.90 0.95 0.92 169

Accuracy - - 0.89 230
Macro Avg 0.87 0.83 0.85 230

Weighted Avg 0.88 0.89 0.88 230

The second evaluation protocol is based on the use of the reviews’ ratings as a measure
of comparison with the sentiment score of the model. Specifically, the mean score of the
ratings from the corresponding POI is used as the ground truth to evaluate the efficiency of
the model per place. To achieve this, the sentiment confidence score (initially in the [−1, 1]
range) is linearly scaled to the [0, 5] range, mapped to the range of vales user ratings (stars)
can take. Subsequently, the mean squared error (MSE) and mean absolute error (MAE) for
each location were calculated separately, as well as their averages, in order to assess the
model’s effectiveness.

The average MAE and MSE scores are 0.5563 and 0.8390, respectively, indicating
the model’s capability of capturing the general trend of the reviews and depicting the
overall satisfaction of the users. It also becomes evident that the model performs very
satisfactorily, given the constraints and the level of difficulty of the specific problem,
successfully identifying correlations between the review text and the extracted sentiment.

In order to delve into a more thorough evaluation, we performed a detailed analysis
of the errors encountered during the application of sentiment analysis. Our investiga-
tion reveals the existence of two distinct and noteworthy types of errors, shedding light
on the intricacies of the sentiment prediction process. The first type of error emerges
when reviewers assign positive star ratings, indicating an overall favorable experience,
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while the corresponding review texts yield a contrary result by expressing negative senti-
ments. This incongruity highlights the nuanced nature of sentiment expression within the
textual content.

Conversely, the second type of error manifests when reviewers provide negative star
ratings, suggesting a less favorable encounter, while the sentiment analysis predicts a
positive sentiment based on the textual analysis. To visually articulate and emphasize
these findings, the prevalence and distribution of these two types of errors are presented
in Figure 9 for 7 touristic places from our dataset. This Figure serves as a visual aid in
elucidating the implications of sentiment analysis errors in the context of touristic reviews.
It is shown that there is a tendency among reviewers to overscore the experience of places,
while the written review text usually focuses on things they disliked. On the other hand, the
figure highlights that the percentages of underscored reviews are close to zero, meaning it
is quite uncommon to negatively evaluate a place (in terms of star rating) while describing
a positive experience in the review text.
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Figure 9. Percentage of overscored and underscored reviews.

6. Discussion

In this section, we provide an overview of the proposed platform (Section 6.1), summa-
rizing the findings of the current work, analyzing the novelty of the platform and discussing
its theoretical and practical implications. Additionally, we considered the limitations of
tourism mining in general and of the proposed solution in particular (Section 6.2), along
with some possible extensions (Section 6.3) that can further expand the functionality of the
StreetLines platform.

6.1. Overview

The StreetLines platform is a highly modular and extensible data mining platform
for tourism-related tasks. Data sources may be easily added or removed and analytics
services may be carried out. It can also ingest data from a multitude of online sources and
it can be used for an arbitrary number of regions, cities and areas. The StreetLines platform
addresses issues related to data heterogeneity, which are common for all related attempts.

The novelty of the proposed platform also extends to its constituent components, and
more specifically the Keyword Extraction and Sentiment Analysis services. By employing
a DistilRoBERTa, a transformer-based large language model equipped with attention
mechanisms, more complex relationships between words are modeled, which permit
enhanced keyword extraction and sentiment classification. Additionally, the distilled
nature of the model guarantees a reduced network size and faster inference, without
compromising performance.



Digital 2024, 4 692

The main theoretical implications of the StreetLines platform revolve around market
efficiency, because by analyzing data in real-time, the platform can help businesses in the
tourism domain to improve service offerings and target market efforts, for example, more
precisely. Additionally, insights from the platform can be used to support policies that
promote balanced regional development by highlighting, for instance, under-visited desti-
nations that have potential for growth, thus helping to distribute tourist traffic more evenly.

On the other hand, the main practical implications of the StreetLines platform have to
do with bolstering innovation and contributing to technological evolution in the tourism
sector. By providing a wealth of data, the platform can spur innovation in tourism-related
services, such as personalized travel experiences, dynamic tour packages and immersive
virtual tours. In addition, the platform may serve as a testbed for emerging technologies
like augmented reality (AR) and virtual reality (VR), offering new ways to experience and
market tourism.

6.2. Limitations

Despite its promising results, the introduced platform faces certain limitations that
might hinder its effectiveness and reliability, the most prominent of which is related to
its sole reliance on UGC (Section 3). This limitation is not only related to the fact that
device-generated or transactional data can possibly extend existing analysis tools, but also
has to do with the quality of the platform-generated insights, which might lack contextual
depth, as quantitative data alone cannot fully capture the nuanced human experiences and
cultural factors influencing tourism behaviors [60].

Moreover, online reviews and social media posts can be biased, fabricated, or in-
fluenced by individual subjective experiences, leading to skewed insights [61]. Another
challenge is the multi-modality of the crawled data, which vary in format, structure and
language. This diversity, and especially the latter case, require advanced NLP techniques,
as automatic translation into a reference language (e.g., English) is not necessarily the best
choice [62]. The aforementioned limitations underscore the need for ongoing research into
technology, data governance and methodological approaches to enhance the effectiveness
of tourism mining platforms.

6.3. Extensions

In this subsection, we discuss some possible extensions of the proposed platform
with regard to context and personalization (Section 6.3.1), as well as Recommendation
(Section 6.3.2), that can not only improve its performance, but also its capacity and broader
added-value.

6.3.1. Context and Personalization

A possible extension of the proposed platform is to add context-awareness and per-
sonalization capabilities. The former is the ability of the system to adapt based on various
parameters of its operational environment. A context-aware system is able to customize
content delivery according to the specifics of each situation. In the examined case, context
mainly refers to visitor profiles, which can be explicitly or implicitly collected. Registered
accounts may store their preferences, profile and history of actions, while guest accounts
build a temporary profile based on previous actions of the current session.

External contextual data may also be exploited, such as environmental parameters
(temperature, humidity, etc.) or real time data retrieved from POIs (such as crowd conges-
tion for popular attractions). The fusion of profiled and external contextual data streams
can direct the customization process to adapt not only to visitor preferences, but also to the
current availability and suitability of attractions. Finally, time and space can also be taken
into account, recommending suitable attractions for the time of the day and based on the
location and proximity to them.

Adding personalization aspects to a context-aware system results in improvements
to the quality of the produced recommendations, and it also aids in the data analysis of



Digital 2024, 4 693

touristic data collected from online social media. Taking context into account, sentiment
analysis could also be optimized by adding more weight to those opinions that are relevant
to the user. Finally, the extended platform could exploit real-time contextual data for the
detection of immediate actions required by the persons in charge of an attraction (e.g., by
identifying mass complaints on an emergency issue).

6.3.2. Recommendation

One of the components of the platform that can be modularly improved is the recom-
mendation engine. Various mechanisms can be employed and tested with the currently
demonstrated solution, comparing their performance in terms of accuracy, speed and scala-
bility metrics. There are multiple recommendation approaches that could be a potential fit
in our case as well, but here we envision a more tailored one, based on complex network
analysis. Our previous work [63] proposed a path-based recommendation approach, where
users and items are represented in a two-layer network graph, and recommendations for
one particular user are determined by solving a shortest path problem between the user
and the items he/she has not encountered yet. Such items can be selected from a user’s
peers/friends. This problem is solved rather efficiently by performing network embedding
over a two-dimensional hyperbolic metric space, and then computing simple hyperbolic
distances (with complexity O(1)) over the embedded nodes. This approach allows for
tremendous search speeds between user–item pairs, even though it bears an initial com-
putational cost for the embedding. Furthermore, it was shown that this approach is a
rather suitable one for networks exhibiting hierarchical structure, e.g., those of scale-free
structure. It is noted that such two-layer graphs associating users (in terms of friendships
or memberships in online social networks) and the items available in such platforms bear
such a hierarchical structure, which they inherit due to the scale-free nature developing in
affiliation and human-activity-related networks.

In our case, the availability of knowledge on involved tourists and relevant ser-
vices/events of interest, which can potentially be represented in the form of a two-layer
knowledge graph, makes it suitable when employing the hyperbolic network embedding
approach for recommendation decisions. The knowledge collected via our platform con-
cerns multiple types of information, which, however, can be efficiently represented by
hierarchical multi-layer graphs seamlessly, also incorporating information on the interaction
of the piece of available information collected through various means. The approach [63]
can be transparently applied over such network graphs, and reveal hidden, emerging pat-
terns which in turn will lead to more targeted recommendations. In addition, the proposed
approach ensures efficient scaling, since network embedding has been shown to scale up
much better than Euclidean network embedding or other recommendation approaches.
Intuitively, this can be verified by the fact that path distances are computed as coordinate
distances and not as shortest paths on graphs (hop-distances). In addition, the hyperbolic
space, bearing a fractal-like structure, allows for the packing of more points (corresponding
to network nodes or information) over the same space compared to Euclidean spaces. For
instance, 2-dimensional embedding in the hyperbolic space might be sufficient for the
developed knowledge graph, when 8-dimensional or even higher Euclidean space would
be required.

7. Conclusions

The StreetLines platform, an innovative tool for touristic data analysis and insights,
has been introduced in this paper. The proposed platform exploits machine learning
techniques in order to extract meaningful information about data collected from popular
online social media (such as Tripadvisor and Google Places), as well as other online sources.
More specifically, automatic data collection is followed by data analysis which extracts
keywords, enriches the entities semantically and performs sentiment analysis on the review
text. The tool also supports recommendations to the users on touristic attractions. In this
respect, the presented platform can significantly contribute to future studies in the field by
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providing a rich, empirical foundation for research. Its modular architecture can be easily
extended to incorporate even more data sources and analytics services, while an update to
existing modules does not affect its overall functionality. Therefore, the StreetLines platform
outlines the feasibility of a tourism-mining architecture that consolidates heterogenous
data sources, as well as its applicability to any city, region or country.

Overall, the platform can support the vivid touristic sector by providing an automated
analysis of touristic data, which are generated in huge volumes on the Web. The initial
evaluation of the StreetLines platform exhibited good performance and precision of the
underlying technologies, allowing for accurate information delivery. Thus, interested orga-
nizations and institutions that support or provide touristic attractions can identify emerging
product trends, consumer interests and concerns, while also allowing for personalized
recommendations. Nevertheless, the platform needs to be further evaluated, and also re-
garding its other components. Finally, two extensions have been identified, one exploiting
hyperbolic network embedding for more efficient and targeted recommendations and a
second on contextual personalization, which could provide a basis for further enhancing
the platform and providing added value.
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Abbreviations
The following abbreviations are used in this manuscript:

AJAX Asynchronous JavaScript and XML
API Application Programming Interface
AR Augmented Reality
BERT Bidirectional Encoder Representations from Transformers
BiLSTM Bidirectional Long Short-Term Memory networks
CNN Convolutional Neural Network
DOM Document Object Model
ED Entity Disambiguation
EL Entity Linking
ER Entity Recognition
FFNN Feed Forward Neural Network
HTTP Hypertext Transfer Protocol
JSON JavaScript Object Notation
KB Knowledge Base
LOD Linked Open Data
LSTM Long Short-Term Memory
MAE Mean Absolute Error
MSE Mean Squared Error
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NER Named Entity Recognition
NLP Natural Language Processing
POI Point of Interest
REST Representational State Transfer
RS Recommender System
SVM Support Vector Machine
TF-IDF Term Frequency–Inverse Document Frequency
UGC User-Generated Content
URI Uniform Resource Identifier
URL Uniform Resource Locator
VR Virtual Reality
XML Extensible Markup Language
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