
Citation: Matsuzaka, Y.; Yashiro, R.

Development and Practical

Applications of Computational

Intelligence Technology.

BioMedInformatics 2024, 4, 566–599.

https://doi.org/10.3390/

biomedinformatics4010032

Academic Editors: Themis Exarchos

and Alexandre G. De Brevern

Received: 19 September 2023

Revised: 4 January 2024

Accepted: 7 February 2024

Published: 22 February 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Review

Development and Practical Applications of Computational
Intelligence Technology
Yasunari Matsuzaka 1,2,* and Ryu Yashiro 2,3

1 Division of Molecular and Medical Genetics, Center for Gene and Cell Therapy, The Institute of Medical
Science, University of Tokyo, Minato-ku, Tokyo 108-8639, Japan

2 Administrative Section of Radiation Protection, National Institute of Neuroscience, National Center of
Neurology and Psychiatry, Kodaira, Tokyo 187-8551, Japan; ryu.r@ncnp.go.jp

3 Department of Infectious Diseases, Kyorin University School of Medicine, 6-20-2 Shinkawa, Mitaka-shi,
Tokyo 181-8611, Japan

* Correspondence: yasunari80808@ims.u-tokyo.ac.jp; Tel.: +81-3-5449-5372

Abstract: Computational intelligence (CI) uses applied computational methods for problem-solving
inspired by the behavior of humans and animals. Biological systems are used to construct software to
solve complex problems, and one type of such system is an artificial immune system (AIS), which
imitates the immune system of a living body. AISs have been used to solve problems that require
identification and learning, such as computer virus identification and removal, image identification,
and function optimization problems. In the body’s immune system, a wide variety of cells work
together to distinguish between the self and non-self and to eliminate the non-self. AISs enable
learning and discrimination by imitating part or all of the mechanisms of a living body’s immune
system. Certainly, some deep neural networks have exceptional performance that far surpasses that
of humans in certain tasks, but to build such a network, a huge amount of data is first required. These
networks are used in a wide range of applications, such as extracting knowledge from a large amount
of data, learning from past actions, and creating the optimal solution (the optimization problem).
A new technique for pre-training natural language processing (NLP) software ver.9.1by using trans-
formers called Bidirectional Encoder Representations (BERT) builds on recent research in pre-training
contextual representations, including Semi-Supervised Sequence Learning, Generative Pre-Training,
ELMo (Embeddings from Language Models), which is a method for obtaining distributed representa-
tions that consider context, and ULMFit (Universal Language Model Fine-Tuning). BERT is a method
that can address the issue of the need for large amounts of data, which is inherent in large-scale
models, by using pre-learning with unlabeled data. An optimization problem involves “finding
a solution that maximizes or minimizes an objective function under given constraints”. In recent
years, machine learning approaches that consider pattern recognition as an optimization problem
have become popular. This pattern recognition is an operation that associates patterns observed as
spatial and temporal changes in signals with classes to which they belong. It involves identifying and
retrieving predetermined features and rules from data; however, the features and rules here are not
logical information, but are found in images, sounds, etc. Therefore, pattern recognition is generally
conducted by supervised learning. Based on a new theory that deals with the process by which the
immune system learns from past infection experiences, the clonal selection of immune cells can be
viewed as a learning rule of reinforcement learning.

Keywords: artificial immune systems; computational intelligence; neural network; pattern recognition;
reinforcement learning

1. Introduction

CI research centers on heuristic algorithms such as fuzzy systems, neural networks, soft
computing, chaos theory, genetic algorithms, swarm intelligence, fractals, artificial immune
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systems (AISs), wavelets, and evolutionary computation, and aims to create intelligent
programs in a sense by making full use of elements such as learning, adaptation, evolution,
and fuzzy logic (Figure 1) [1–5]. There are many algorithms inspired by phenomena in
the natural world and they are characterized by being able to find a practical approximate
solution in a short calculation time instead of an exact solution. CI is a branch of artificial
intelligence (AI) research that is distinct from conventional AI based on mathematical logic,
and involves the ability to recognize and understand objects by constructing models based
on various phenomena and the data obtained from them using computational means [6].
Conventional AI, which is called logical AI or symbolic AI, learns a large amount of case
data and performs logical processing. This can be called orthodox AI. However, a problem
with orthodox AI is that even if the idea were extended, the calculations would only become
more advanced and complicated, and it would not be possible to say that it would come
close to “true intelligence”. CI, on the other hand, is an AI technology modeled on living
organisms and natural phenomena, represented by neural networks, that has emerged
in recent years. CI involves a wide range of concepts, including current AI, biological
evolution models, the active introduction of human subjectivity (fuzzy logic), complex
systems such as chaos and fractals, and multiagent distributed AI, which often refers to
deep neural networks, especially convolutional neural networks, known as data-driven
networks, which are trained using abundant and high-quality data. Fuzzy control is a
type of control that uses fuzzy sets that allow intermediate states, unlike normal sets
in which a point either belongs to a certain set or not, to construct a control model or
control system. This allows intermediate values to be associated with ambiguous natural
language expressions.
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CI technology includes not only the construction of those models, but also technology
to solve various problems by applying various computational methods. CI research does
not reject statistical methods and often offers complementary ideas. For example, to
determine the maximum and minimum values of a function, the function’s differential
information is used. On the other hand, in the real world, there are many problems that
are extremely difficult to differentiate or cannot be differentiated in the first place. Most
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CIs do not require differential information, so they are characterized by their applicability
in various fields. Another advantage is that many algorithms are simple and easy to
implement in simulations. CI is an applied computational method for problem solving
inspired by the behavior of humans and animals. It is used in a wide range of applications,
including extracting knowledge from a large amount of data, learning from past actions,
and creating the optimal solution to the optimization problem.

Machine learning is a technique for building models, and optimization calculation is
a technique for solving problems using models. The relationship between modeling and
optimization is mutually complementary and inclusive. Neural network research is part of
CI research and is closely related to machine learning. In recent years, CI has been applied
not only to engineering and industrial problem solving, but also to various industrial fields,
as well as in social problem solving such as in economics, medicine, and the environment,
which is essential to expand its application area. In addition, a fuzzy system is a system of
variables that are related using fuzzy logic. A fuzzy controller uses defined rules to control
a fuzzy system based on the current values of input linguistic variables that are used to
design and control fuzzy systems using Fuzzy System Designer and Fuzzy Logic VI.2.

2. Immune System and Computer System
2.1. Immune System In Vivo

The body’s immune system distinguishes between the self and non-self, foreign sub-
stances, and the eliminated non-self. The immune system can be broadly divided into two
mechanisms: the innate immune system and the adaptive immune system (Figure 2) [7–9].
The innate and acquired immune systems are mechanisms that respond nonspecifically
or specifically to foreign substances, respectively. In the adaptive immune system, cells
with various roles work together, with B cells, antigen-presenting cells, and T cells playing
particularly important roles. Antigen-presenting cells capture antigens, which are foreign
substances that have entered the body, and present antigen information to helper T cells.
This immune system becomes activated when presented with antigen information and
sends activation signals as information transmitters to each cell. When B cells receive
activation signals from helper T cells, they produce antibodies, which neutralize antigens.
If more antibodies are produced than are necessary, it will cause abnormalities in the
body. Therefore, it is necessary to control the production of antibodies, and this control is
performed by suppressor T cells.

In addition to the antigen elimination mechanism induced by B cells, the adaptive im-
mune system includes antigen elimination by killer T cells. Killer T cells receive activation
signals from helper T cells and are activated, thereby enhancing the elimination of encoun-
tered antigens. Suppressor T cells also control this elimination mechanism. Although most
B cells and T cells die after eliminating antigens, some survive and circulate throughout
the body as memory cells. These memory cells quickly mount an immune reaction to the
subsequent invasion of similar antigens.

In addition, T cells, which play an important role in the adaptive immune system, can
distinguish between the self and non-self against various antigens and eliminate the non-
self. This is due to the diversity of the T cell receptor (TCR) of T cells, which is a receptor
located on the T cell membrane and can identify various antigen patterns. This receptor
functions when antigen information is presented by antigen-presenting cells. In addition to
TCR, the T cell membrane contains CD4 and CD8 molecules. Helper or killer T cells have
CD4 or CD8 molecules on their membrane surface, and without CD4 or CD8 molecules,
they cannot function as helper or killer T cells. T cells distinguish between the self and non-
self using TCR, CD4, and CD8 molecules when presenting antigens. Antigen-presenting
cells add peptides, which are fragments of antigen information, to major histocompatibility
complex (MHC) class I and class II proteins and present antigens to T cells. T cells can
identify a variety of antigens because of the diversity of the TCR, which consists of two
regions: a variable region accountable for antigen identification and a constant region. T
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cells perform identification by matching the pattern of the peptide presented by the antigen
with the pattern of the variable region of the TCR.

BioMedInformatics 2024, 4, FOR PEER REVIEW 4 
 

 

T cells can identify a variety of antigens because of the diversity of the TCR, which consists 
of two regions: a variable region accountable for antigen identification and a constant re-
gion. T cells perform identification by matching the pattern of the peptide presented by 
the antigen with the pattern of the variable region of the TCR. 

 
Figure 2. Innate and adaptive immune systems. Th: helper T cell, Tc: cytotoxic T cell. 

The diversity of TCRs is achieved through a mechanism called gene rearrangement. 
In gene rearrangement, the required number of genes is randomly selected from many V, 
D, and J gene groups and connected to the C gene region, which allows TCR to achieve 
diversity. Gene rearrangements also occur in CD4 and CD8 molecules, antibodies, and 
MHC class I and class II proteins, which are the substances that affect helper and killer T 
cells. The TCR, CD4, CD8, and MHC class I and class II proteins produced by gene rear-
rangement are collectively called immunoglobulins. 

2.2. Modeling of the Biological Immune System 
The cells necessary for the model to be constructed include helper T cells (Th cells), 

killer T cells, antigen-presenting cells, and other immune cells. This model solves rules 
that do not match patterns using reaction probabilities. The idea is that if a rule that 
matches any pattern is matched an arbitrary number of times, no pattern matches the pat-
tern [10]. The number of matches is adjusted by the number of antigen presentation rules; 
however, if there is a pattern match in the first step, the process moves to the second step, 
which is the matching of TCR and peptide fragments. 

Many software systems have been created that are based on the fundamentals of bi-
ological phenomena or imitate their mechanisms, i.e., a type of system that mimics the 
immune system of a living body. The body’s immune system distinguishes between the 
self and non-self and eliminates the non-self. Software systems incorporating this mecha-
nism are called AISs and are used for problems that require identification and learning, 
such as identifying and removing computer viruses. In addition, AIS is a computer system 
inspired by the fundamentals and processes of the biological immune system, and its al-
gorithms use the learning and memory properties of the immune system to solve 

Figure 2. Innate and adaptive immune systems. Th: helper T cell, Tc: cytotoxic T cell.

The diversity of TCRs is achieved through a mechanism called gene rearrangement.
In gene rearrangement, the required number of genes is randomly selected from many V,
D, and J gene groups and connected to the C gene region, which allows TCR to achieve
diversity. Gene rearrangements also occur in CD4 and CD8 molecules, antibodies, and
MHC class I and class II proteins, which are the substances that affect helper and killer
T cells. The TCR, CD4, CD8, and MHC class I and class II proteins produced by gene
rearrangement are collectively called immunoglobulins.

2.2. Modeling of the Biological Immune System

The cells necessary for the model to be constructed include helper T cells (Th cells),
killer T cells, antigen-presenting cells, and other immune cells. This model solves rules that
do not match patterns using reaction probabilities. The idea is that if a rule that matches
any pattern is matched an arbitrary number of times, no pattern matches the pattern [10].
The number of matches is adjusted by the number of antigen presentation rules; however,
if there is a pattern match in the first step, the process moves to the second step, which is
the matching of TCR and peptide fragments.

Many software systems have been created that are based on the fundamentals of
biological phenomena or imitate their mechanisms, i.e., a type of system that mimics the
immune system of a living body. The body’s immune system distinguishes between the self
and non-self and eliminates the non-self. Software systems incorporating this mechanism
are called AISs and are used for problems that require identification and learning, such as
identifying and removing computer viruses. In addition, AIS is a computer system inspired
by the fundamentals and processes of the biological immune system, and its algorithms use
the learning and memory properties of the immune system to solve problems (Table 1) [11].
AIS began in the 1970s with research on immune networks, but was established as a field
in the mid-1990s [12]. Research on negative selection began in 1994, and research on
negative selection algorithms has progressed. Initially, AIS attempted to efficiently abstract
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processes found in the immune system. Recently, there have been attempts to apply AIS
to bioinformatics problems and advances in the modeling of biological processes. Some
combine AI with some AIS algorithms, which are closely related to genetic algorithms. The
processes simulated in AIS include B cell pattern recognition, hypermutation and clonal
selection, T cell negative selection, affinity maturation, and immune network theory.

Table 1. Models, types of representation, and applications of AIS.

Model or Technique Description Aspects of the BIS Modeled Type of Representation Used Applications

Meta-stable memory immune system
for multivariate data analysis Immune Networks Real-valued Data analysis

An immunity clonal strategy algorithm
(ICS) to solve multi-objective

optimization tasks
Clonal Selection Real-valued vectors Optimization

A chaos artificial immune algorithm
(CAIF) via integration of chaotic search

and CLONALG
Clonal Selection Real-valued vectors Optimization

Techno-streams model for detecting an
unknown number of evolving clusters

in a noisy data stream
Immune Networks Real-valued Clustering

An artificial immune system for email
classification (AISEC) Immune Networks Two-part word vector Classification

An adaptive clonal selection (ACS)
algorithm that suggests some

modifications to the CLONALG
Clonal Selection Real-valued vectors Optimization

A self-adaptive negative selection
algorithm for anomaly detection Negative Selection Binary strings, real-valued Anomaly Detection

An improved clonal selection algorithm
based on CLONALG

Clonal Selection
Ag-Ab Binding Binary strings Machine Learning

An adaptive immune clonal strategy
algorithm (AICSA)

Ag-Ab Binding
Clonal Selection Real-valued vectors

Numerical
Optimization

problems

A fractal immune network model
combining the ideas of fractal proteins

with immune networks
Immune Networks Real-valued Classification,

Clustering

A reactive immune network (RIN) for
mobile robot learning navigation

strategies within
unknown environments

Immune Networks Real-valued Robots

A real-coded clonal selection algorithm
(RCSA) that enables the treatment of

real-valued variables for
optimization problems

Clonal Selection Real-valued vectors Electromagnetic
design optimization

A modified algorithm named
doptaiNet as an improved version of
opt-aiNet to deal with time-varying

fitness functions

Immune Networks Real-valued vector Optimization

A novel unsupervised fuzzy KMeans
(FKM) clustering anomaly detection

algorithm based on clonal
selection algorithm

Clonal Selection Numeric characteristic
variables Computer Security

Immunological algorithm for
continuous global optimization

problems named OPI-IA
Clonal Selection Binary String Optimization
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Table 1. Cont.

Model or Technique Description Aspects of the BIS Modeled Type of Representation Used Applications

An improved version of OPT-IA called
Opt–IMMALG Clonal Selection Real-code Optimization

An immune-based network Intrusion
detection system (AINIDS) Immune Networks Rules Computer Security

An adaptive clonal algorithm that
suggests some modifications to

the CLONALG

Clonal Selection,
Receptor Editing Binary strings Optimization

A hybrid model that combines clonal
selection principles and gene

expression programming
Clonal Selection Symbol strings Data Mining

A modified algorithm of aiNet to solve
function optimization problems Immune Networks Real-valued vector Optimization

Artificial immune network
classification algorithm (AINC) for

fault diagnosis of power transformer
Immune Networks Real-valued Classification

A tree-structured artificial immune
network (TSAIN) model for data

clustering and classification

Immune Networks, Clonal
Section Real-valued Classification,

Clustering

A hybrid artificial immune network
that uses swarm learning Immune Networks Real-valued Optimization

A chaos immune network algorithm
combining chaos idea with immune

network to improve its ability of
searching peaks

Immune Networks Real-valued Optimization

A feedback negative selection
algorithm (FNSA) for

anomaly detection
Negative Selection Real-valued Anomaly Detection

An artificial immune kernel clustering
network (IKCN) for unsupervised

image segmentation
Immune Networks Real-valued, Image feature

sets Clustering

A technique that combines gene
expression programming with clonal

selection algorithm for system
modeling and knowledge discovery

Clonal Selection Symbol strings, Binary string System Modeling

A local network neighborhood artificial
immune system (LNNAIS) model for

data clustering
Immune Networks Real-valued Clustering

An improved clonal selection algorithm
based on CLONALG with a novel

mutation method, self-adaptive
chaotic mutation

Clonal Selection Real-valued Optimization

A differential immune clonal selection
algorithm (DICSA) combining the
mechanism of clonal selection and

differential evolution

Clonal Selection Real-valued Optimization

A novel anomaly detection algorithm
based on real-valued negative

selection system
Negative Selection Real-valued vectors Anomaly Detection

A parallel clonal selection algorithm for
solving the graph coloring problem Clonal Selection Real-valued Optimization
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Table 1. Cont.

Model or Technique Description Aspects of the BIS Modeled Type of Representation Used Applications

A fuzzy artificial immune network
(FaiNet) algorithm for lead

classification that includes three parts,
AIN learning algorithm, MST

algorithm, and fuzzy
C-means algorithm

Immune Networks Real-valued vectors Classification

A clonal chaos adjustment algorithm
(CCAA) that improves the search

efficiency of CLONALG

Clonal Selection, Immune
Networks Real-valued

Multi-Modal
Function

Optimization

Artificial negative selection classifier
(ANSC) that combines the negative

selection algorithm with clonal
selection mechanism

Negative Selection,
Clonal Selection Real-valued Multi-Class

Classification

3. Neural Network

A neural network is a mathematical model of artificial intelligence (AI) in which
“processing units that linearly transform input” are connected in a network and mimic
the network of nerve cells and neurons in the brain. The inputs and outputs of process-
ing units, including linear transformations of inputs, are connected to form a network
(Table 2) [13]. Each unit must contain a linear transformation of the input and often a
nonlinear transformation that follows.

Unit(x) = s(wx) (1)

Table 2. Learning tools in deep learning.

Tool Caffe Chainer Theano Torch7 DL4J

Developer Univ. of California, Berkeley Preferred Networks Inc.
(Tokyo, Japan) Univ. de Montral Facebook, Twitter,

Google Skymind

Language Python, MATLAB, C/C++ Python Python Lua, C/C++ Java, Scala, Clojure,
Python, Rudy, etc.

Target Image Image, audio, text, etc. Image, audio, text, etc. Image, audio, text, etc. Image, audio, text, etc.

OS Ubuntu, RHEL/CentOS, OSX Unspecified Windows, Ubuntu,
CentOS6+, OSV Ubuntu12+, OSX Windows, Ubuntu, OSX

Various models have been proposed depending on the configuration of units
(e.g., dimensions of linear transformation, presence/absence/type of nonlinear transfor-
mation) and network structure (e.g., number of units, hierarchical structure, mutual coupling,
recursion of input/output) [14–16]. When the weight of the linear transformation (weighting
of the input) changes, the output of the neural network also changes, i.e., weight learning
is possible. Therefore, neural networks are used as models for machine learning and for
various classes of tasks, such as classification, regression, and generation, with or without
supervision [17–20]. Applications include pattern recognition, a type of natural information
processing that selects and extracts objects that have certain rules and meanings from data
that include miscellaneous information such as images and sounds, data mining, and tech-
nology that extracts knowledge by comprehensively applying data evaluation techniques
such as statistics, pattern recognition, and AI to large amounts of data (e.g., image recognition,
recommendation) [21].

4. Pattern Recognition

Pattern recognition includes techniques such as speech recognition, which recognizes
and extracts human voices from voice data and interprets them as commands in optical
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character recognition (OCR), where characters from image data are recognized and con-
verted into text data and a full-text search system, which recognizes specific keywords and
searches documents from a large amount of document information [22,23].

The human brain employs a very natural process for acquiring perceptual and lin-
guistic abilities at the developmental stage of infants and children. However, artificial
realization with a computer involves difficulties in terms of accuracy and speed. In recent
years, research from the standpoint that “recognition can be reduced to the identification
problem of what class it is classified into after all” has been combined with research on
AI and statistics to produce great results. As classifiers, non-rule-based methods such
as neural networks, support vector machines (SVMs), k-nearest neighbor classifiers, and
Bayes classifiers that construct classification parameters from a large amount of data by
machine learning are the mainstream approaches [24–26]).

4.1. Target Example of Pattern and Speech Recognition

Speech recognition is a function that allows a computer to recognize human voices, etc.,
and converts spoken words into character strings, or captures the characteristics of voices
to identify the person who is speaking. In other words, it refers to a function that converts
spoken works into character strings and identifies the person speaking by capturing the
characteristics of the voice. The ability to convert spoken words to text is an alternative to
keyboard input using the fingers. When only the function of inputting character strings
(sentences) is called separately, it is called “voice input” or “dictation (listening)”. It is also
possible to operate the application using voice recognition, just as the application can be
operated by entering character strings or shortcuts from the keyboard.

Operating an application by voice is called “voice operation” [27]. “Speech recognition”
may include the ability to identify the speaker. This is a function that performs personal
authentication by comparing voice patterns recorded in advance, and this function is also
called “speaker recognition”.

4.2. Recognition Technology

Recognition technology accumulates speech features from training data consisting
of recordings of many utterances. It then compares the features extracted from the input
speech to be recognized with the accumulated features, and outputs the closest language
sequence as the recognition result. In general, the acoustic and linguistic features of speech
are often handled separately. Acoustic features represent the frequency characteristics of
each phoneme to be recognized and are termed acoustic models. As an acoustic model
expression, a hidden Markov model with a mixed normal distribution as the output proba-
bility is widely used [28–30]. Linguistic features represent restrictions on the arrangement
of phonemes and are called language models. As a language model expression, when the
language to be recognized is large, n-grams are often used for document creation on a
personal computer, and when the language to be recognized is small enough to be covered
manually, context-free grammar is used for voice operation, as has been demonstrated in
car navigation systems [31,32].

It is an early speech recognition method, but has fallen into disuse as methods based
on hidden Markov models have become popular. The Markov model is an algorithm that
measures the similarity between two signal sequences that differ in time or speed. For
example, the walking pattern of a human being has a certain pattern regardless of whether
the person walks quickly or slowly and whether the walking image is fast-forwarded or
played back slowly. DTW can be applied not only to audio, but also to any time series
data such as video [33]. Speech recognition is used to detect certain patterns regardless
of the rate of speech; therefore, standard patterns for comparison are required, and the
recognizable vocabulary is limited.

A speech signal can be viewed as a fragmentary or short-term stationary signal to
which an HMM can be applied. Thus, the speech signal can be approximately regarded as a
stationary process when viewed in a short time of approximately 10 ms. Therefore, speech
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can be considered a Markov chain of many stochastic processes. In addition, HMM speech
recognition is automatically trained, simple, and not very computationally intensive. In
the simplest possible setting for speech recognition, the HMM will output a real-valued
vector of, for example, 13 dimensions every 10 milliseconds, whose vector consists of
cepstrum coefficients, i.e., a signal obtained by treating the frequency spectrum as a signal
and performing a Fourier transform [34]. The Fourier evaluation of a time series signal
produces a spectrum. Because a Fourier test is performed on the obtained frequency
sequence signal, it was named cepstrum using an anagram [35]. The cepstrum coefficients
are the first and maximum coefficients of the short-time Fourier transforms of the signal
using the cosine transform.

HMMs tend to have probability distributions that are a mixture of Gaussian dis-
tributions of diagonal covariances that give the likelihood of each observed vector [36].
Each word and phoneme has its own output distribution. The HMM for a word string
is obtained by connecting the HMM for single words or phonemes. There are concepts
of speech recognition technology using HMM. Systems with large vocabularies consider
contextual dependencies for phonemes. In addition, cepstrum normalization is performed
to normalize differences between speakers and recording situations. Other attempts at
speaker normalization include vocal tract length normalization (VTLN) for gender normal-
ization and maximum likelihood linear regression (MLLR) for a more unspecified number
of speakers [37].

The HMM is a so-called state-space model algorithm that assumes discrete states, and
Bayesian estimation is used for learning. The Markov property, which is assumed in HMM,
is the property that information at time n is only based on previous information [38]. When
considering time series data, the information obtained at time n has properties influenced
by information from the past, that is, information from time 1 to n − 1. This data string
with a Markov property can be expressed using the probability multiplication theorem. If
the data string obtained from time 1 to N is X = {x1, x2, x3, . . .. . ., xN}, then the probability
distribution representing the obtained data is

p(X) = p(x1, x2, x3, . . . . . . , xN)
= p(x1) ∏N

n=2 p(xn|x1, . . . . . . . . . , xn − 1)
(2)

Furthermore, a model that introduces a process that is strong against the Markov
property and in which the data xn obtained at the current time n are only based on the
information at the previous time n − 1 is called a first-order Markov property. The Markov
property is the assumption that current data are based on all past information. However,
assuming a first-order Markov property and because the observed value at n is only affected
by the value at time n − 1, the joint probability distribution shown in (1) can be rewritten
as follows:

p(x1, x2, x3, . . . . . . , xN) = p(x1) ∏N
n=2 p(xn|xn − 1) (3)

It can also be expressed from the definition of the first-order Markov model:

p(xn|x1, x2, x3, . . . . . . , xn − 1) = p(xn|xn − 1) (4)

HMM is a model in which, when there is an observed value, multiple discrete states
are hidden behind it and the observed value is caused by those states. For example, when
considering a weather forecasting model, a model that predicts whether it will be “sunny”,
“cloudy”, or “rainy” daily can also be called HMM. It is easy to imagine this regarding the
weather, but when predicting the day’s weather, you can use the previous day’s weather as
a reference. In general, if we consider a hidden Markov model where the state K is K = 3,
there are three states, and the state transitions to these states as time changes. Also, let the
state at n be Zn. Since there are currently K types of states, bmZn is expressed as follows
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using the 1-to-K encoding method. At time n, when in state k, the k-th element Znk of bmZ
becomes 1, and otherwise becomes 0.

Zn = [0, 0, 0, 1, 0, 0] (5)

∑ kZnk = 1 (6)

Next, regarding the probability p(Zn) of obtaining the state at the current time n in the
HMM, the probability model is constructed by considering a transition from a previous
state to another state. Now, if we express the probability of being in state j at time n−1 and
transitioning to k at the next time n as Ajk, we can draw a state transition diagram like the
one below (Figure 3). This is simply a pattern with K = 3, but the state transition of the
Markov model can be written using the transition probability Ajk.
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Also, Ajk can define the types of K2, so these are collectively expressed as a matrix,
which is called a transition matrix. If the probability of transitioning from state j at time
n − 1 to k at time n is expressed as Ajk, then the following state transition matrix A is
defined as follows:

A =

 A11 A21 A31
A12 A22 A32
A13 A23 A33

 (7)

Here, the transition probability Ajk satisfies the following conditions:

0 ≤ Ajk ≤ 1 (8)

∑ kAjk = 1 (9)
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Here, p(Zn) depends on the previous state and the probability of this transition;
therefore, it can be written as p(Zn|Zn−1, A) using conditional probability, as follows:

p(Zn|Zn − 1, A) = ∏∏K
k=1 ∏K

j=1

∧Zn−1,ĵznk

jk
(10)

Regarding Equation (9), because the initial value cannot be expressed, the initial value
is introduced as follows:

p(Zn|π) = ∏K
k=1 π

z1kk (11)

The diagram of the HMM can be expressed as in Figure 4. This is called a trellis diagram.
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In addition, the HMM defines the conditional probability distribution p(xn|Zn,φ) of
the observed variables.

p(xn|Zn,φ) = ∏K
k=1 p(xn|φk)Znk (12)

Considering the joint distribution of unobserved state sequence Z and the observed
value X in the HMM, the HMM is a model in which the state sequence Z undergoes state
transitions according to the Markov model, and the observed value is observed according
to equation (10) that relies on the state, which can be described as follows:

p(X, Z|θ) = p(x1, x2, x3, . . ., xn, z1, z2, z3, . . ., zN|θ) (13)

= p(z1|π) p(x1, x2, x3, . . ., xn, z1, z2, z3, . . ., zN|θ) (14)

= p(z1|π)∏N
n=2 p(zn|zn − 1, A)p(x1, x2, . . . xn|z1, z2, . . . zN, θ) (15)

The reason why it considers the joint distribution of latent variables and observed
values, as shown in Equation (13), is that by considering this joint distribution, it is possible
to learn parameters in HMM using the EM algorithm.

Thus, the Markov property is a type of property of a stochastic process in probability
theory, and the conditional probability distribution of the future state of the process is only
based on the current state and does not rely on any past state. That is, given the past state,
the current state (the path of the process) is conditionally free. A stochastic process with
Markov properties is called a Markov process, and these include the following types:
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Markov chain: Among Markov processes, which are a type of stochastic process,
this is a Markov process whose possible states are discrete, finite, or countable (discrete-
state Markov process). In a Markov chain, future behavior is only affected by current
values and is unrelated to past behavior (Markov property). Regarding state changes,
or transitions that occur at each time point, a Markov chain is a sequence in which the
transition probability does not rely on past states, but only on the current state.

Markov process: This is a stochastic process with a Markov property, which means
that future behavior is only affected by current values and is unrelated to past behavior.
Such a process can be seen, for example, in the temporal evolution of physical phenomena
that can only be described probabilistically. This is because the future behavior of particles
is only affected by their current behavior, and this property also carries over to situations
where the number of particles in the system increases and requires probabilistic study.

The Markov processes are classified as follows:
Simple Markov process: A Markov process in which the next event is identified from

only one state. The term simply Markov process often refers to a simple Markov process.
N-order Markov process: A Markov process in which the next event is identified from

a sequence of N consecutive states. Any N-order Markov process can be expressed as a
simple Markov process (first-order Markov process) by creating a new state space with N
state sets. This is also called an N-fold Markov process.

Discrete-time Markov process: A Markov process in which the time parameter moves
through a discrete set. Usually, T = {1,2,3,. . .. . .} is a set of times.

Continuous-time Markov process: A Markov process whose time set is T = [0, ∞], etc.
Discrete Markov process: A Markov process whose state space is a discrete set. Here,

the state space is a space in which a Markov process takes values.
Continuous Markov process: The trajectory of a continuous-time Markov process is

continuous in time.
Temporally uniform Markov process: A Markov excess whose transition probability is

constant regardless of the current time.
The distribution of a Markov process that normally appears can be determined by the

transition probability. The transition probability of the Markov process Xt is the probability
P(s, t; x, Y) of leaving point x in the state space at time s and entering the measurable subset
Y of the state space at time t > s, defined by the following formula:

P(s, t; x, Y) = P(Xt ∈ Y| Xs = x) (16)

In the case of a discrete-time Markov process, the transition probability for t = s + 1
is sufficient, and the transition probability for other periods can be calculated using the
Chapman–Kolmogorov equation, as follows:

P(s, u; x, Z) =
∫

P(t, u; y, Z)P(s, t; x, dy) (17)

This is an equation that shows the relationship between the transition probabilities
between three times and is given for times s < t < u; that is, the probability of leaving x at
times s and entering Z at time u is calculated based on where it is at time t along the way.
In addition, the following HMM algorithms are available:

Forward/backward algorithm: This algorithm calculates the probability of each in-
ternal state at each step, given the HMM parameters (initial probability, transition matrix,
output matrix) and output sequence. The forward algorithms in the context of HMM are
used to compute a “belief state”, i.e., the probability of a state at a particular point in time
given the history of evidence. This process is also called filtering, and the algorithm is
closely related to, but distinct from, the Viterbi algorithm. Forward and backward algo-
rithms seem to be simply names given to a set of standard mathematical procedures within
a field; therefore, they need to be placed within the context of probability.
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The main observations made by forward and Viterbi algorithms are efficient ways to
organize Bayesian updates and inferences in the context of a directed graph of variables.
When improving past estimates, backward algorithms complement forward algorithms
by considering future history, which is called “smoothing” and is calculated by a for-
ward/backward algorithm. Therefore, a complete forward/backward algorithm considers
all evidence. Although the belief state can be computed at each time step, this does not
produce the strictly most likely state sequence, but, rather, the most likely state sequence at
each time step considering previous history. The Viterbi algorithm is required to obtain
the most probable sequence. Forward algorithms are primarily used in applications that
define the probability of being in a particular state given a known set of observations.
First, the state probability is computed for the previous observation and is used for the
current observation.

Next, the transition probability table is used to expand to the next step. This approach
essentially caches the probabilities of all intermediate states; therefore, the probabilities
of intermediate states are calculated only once, a step that is also called post-decryption.
This is useful when calculating fixed-state paths. This algorithm calculates probabilities
much more efficiently than naïve approaches that immediately cause a combinatorial ex-
plosion. Combining these results gives the probability of a particular emission/observation
at each location in the observation set. On the basis of this information, the most likely ver-
sion of the state path is calculated. This algorithm can be applied anywhere a model
can be trained when receiving data using the Baum–Welch algorithm or the general
expectation–maximization (EM) algorithm. The forward algorithm then tells us about
the probability of the data expected from the model.

Viterbi algorithm: This algorithm is a type of dynamic programming algorithm that
searches for the most likely sequence of hidden states (called a Viterbi path) resulting from
an observed event sequence, and is specifically based on HMMs. This algorithm estimates
the internal state path driving to that state using maximum likelihood, given the HMM
parameters (initial probability, transition matrix, output matrix) and output sequence.
Forward algorithms, which are algorithms for calculating probabilities of observed event
sequences, are also closely related and are part of information theory. This algorithm has
several prerequisites. First, observed and hidden events are arranged in one series. This
series is often a time series.

There is a one-to-one correspondence between these two sequences, where one ob-
served event corresponds to exactly one hidden event. Third, the calculation of the most
likely hidden event at time t is only based on the sequence of observed events at t and the
most likely hidden event at t − 1. All of these requirements are satisfied by the first -order
HMM. The terms “Viterbi path” and “Viterbi algorithm” are used in reference to a dynamic
programming algorithm, which is a method that divides a target problem into multiple
subproblems and solves them while recording the calculation results of the subproblems to
suppress the number of calculations of the generation probability of each state transition
pattern that provides the single most likely explanation for an observation. Based on this
idea, the Viterbi algorithm is based on the idea that “for each state, it is only necessary to
record the previous state that has the highest cumulative probability.” For example, when
focusing on state A in Figure 3, states B and C transition to A (Figure 5). When the product
of B’s output probability and state transition probability is greater than that of C, “B” is
recorded in the storage area corresponding to state A. By performing this recording for all
states, the optimal state transition sequence can finally be determined.

Baum–Welch algorithm: This algorithm is a generalized expectation maximization
method (GEM) that estimates the HMM parameters (initial probability, transition matrix,
output matrix) using the EM algorithm when the HMM output sequence is given. For the
HMM parameter group, the predicted maximum likelihood value, posterior probability,
and mode can only be calculated from the output of the training example. Specifically, the
probability of an internal state is calculated using a forward/backward algorithm based
on the initial parameters, and the parameters are repeatedly updated to make it easier



BioMedInformatics 2024, 4 579

to obtain a given output sequence from the internal state. This algorithm consists of the
following two steps:

(1) For each state of the HMM, forward and backward probabilities are calculated.
(2) Based on this calculation, the frequency of the values of the transition–output pair is

determined and divided by the probability of the entire string. This corresponds to
the calculation of the expected number of times for a particular transition–output pair.
Each time a specific transition is found, the value of the transition quotient divided
by the probability of the entire string increases, and this becomes the new value of
the transition.
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4.3. Evaluation Index

Word error rate (WER): This is a common indicator of the performance of speech recog-
nition or machine translation systems. A common difficulty in performance measurement
lies in the fact that the recognized word sequence may have a different length than the
reference word sequence (which is probably correct). WER is derived from Levenshtein
distance and operates at the word level rather than the phoneme level. WER is a valuable
tool for comparing different systems and evaluating improvements within one system.
However, this type of measurement does not provide details about the nature of the trans-
lational error, and further work is needed to identify the main sources of error and focus
research efforts. This problem is solved by first using dynamic string alignment to align the
recognized (spoken) word sequence.

In addition, this problem is investigated through a theory called the power law, which
is the correlation between difficulty and WER. A representative corpus for evaluating WER
is the WSJ corpus [39]. WER measures how accurately a machine can transcribe what a
speaker is saying. Human speech is labeled in the same audio that the machine learning
model uses to identify the correct answer for speech-to-text conversion. WER is calculated
by dividing the number of incorrectly recognized errors by the total number of words based
on the “edit distance”.

For two sentences, the minimum number of operations required to repeat the following
three operations on one sentence to match the other is called “edit distance”. (I) Insert: insert
a new word between two adjacent words, (II) delete one word, (III) replace: delete one word.
WER is the edit distance between the output sentence and the correct sentence (the same as
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the number of insertions, deletions, and replacements) divided by the number of words
in the correct sentence. To calculate the WER, we first add up the number of substituted
words, inserted words, and deleted words that occur during the word recognition sequence.
The total number is divided by the total number of correct words. Word substitution occurs
when words are mixed. Inserting a word occurs when a word is added that is not actually
included. Word deletion refers to cases in which words are missing during dictation.

WER = (Number of inserted words + Number of replacement words
+ Number of deleted words)/(Number of correct words)

(18)

A lower WER number indicates that the speech-to-text engine is more accurate (with
fewer errors).

Character error rate (CER): The performance of speech recognition models is evaluated
using metrics such as WER and CER. WER is the number of incorrect words divided by
the number of words in the correct sentence between the speech recognition result and the
correct sentence.

However, the CER is similarly calculated on a character-by-character basis. For ref-
erence, a WER of 75% or higher is required for a human to be able to understand the
meaning of a text when reading it. For practical use as a speech recognition model, the
performance is required to be 85% or higher for minutes and 95% or higher for the reading
of manuscripts. It is often performed in conjunction with WER evaluation. The CER for the
WSJ corpus is below 1% [40].

CER = (Number of inserted characters + Number of replacement characters
+ Number of deleted characters)/(Number of correct characters)

(19)

Phoneme error rate (PER): This refers to the recognized “phoneme” error rate. Texas
Instruments and Massachusetts Institute of Technology (TIMIT) is a representative corpus
for evaluating PER. The PER against the TIMIT corpus is below 10% [41]).

4.4. Speech Recognition Practices and Issues

Computer usage began to spread after the 1970s, and by the early 21st century, enor-
mous amounts of money and talented human resources had been invested in the research
and development of speech recognition systems. Animated films represented by 3D images
created by digital technology, as well as the recording and playback of moving images, still
images, and music, have become big industries since then, but there is a large difference.
A speech recognition system that uses a method called “dictation”, in which pre-training
is performed for a limited number of speakers, can achieve an 80% recognition rate in
Japanese in an ideal environment [42].

However, 60% is the limit without such training. A system with a limited vocabulary
that does not require training can recognize speech from an unspecified number of speakers,
but it is limited in its scope of use. The same system was shown to have a 90% recogni-
tion rate for Western languages with few homonyms. The speech recognition software
commercially available for individuals shows a sufficiently practical recognition rate if the
user uses a headset in a quiet room. However, even indoors, it is difficult for the system to
accurately recognize speech in an environment where there is a loud conversation in the
background or in a noisy environment such as outdoors.

Natural language processing (NLP) is plagued by a lack of data that can be used for
learning, but pre-training the language structure can greatly improve the data shortage
problem. Because NLP is a diverse field with many different tasks, most tasks require
unique datasets; however, these unique datasets contain only a few thousand or hundreds
of labeled data. However, modern deep learning-based NLP models show improved
quality when trained using millions to billions of labeled datasets. To fill this data gap,
general-purpose language representation models are trained and pre-trained, using vast
amounts of unlabeled text from the web. Pre-trained models can be fine-tuned for small-
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scale NLP tasks, such as question answering or sentiment analysis, resulting in significantly
higher accuracy than training a model from scratch.

A new technique for pre-training NLP called bidirectional encoder representations
(BERT) using transformers builds on recent research in pre-training contextual representa-
tions, including semi-supervised sequence learning, generative pre-training, Embeddings
from Language Models (ELMo), which is a method for obtaining distributed representa-
tions that considers context, and Universal Language Model Fine-Tuning (ULMFit) [43].
However, unlike these previous models, BERT is the first deeply bidirectional unsupervised
language representation pre-trained using only a plain text corpus (Wikipedia, in this case).

Pre-trained representations can be either context-free or contextual models, and con-
textual models can be either unidirectional or bidirectional. Context-free models, such as
word2vec and GloVe, ignore context (context-free) and generate embeddings for each word.
By contrast, a contextual model generates a model by considering other words in a sentence.
However, because BERT is bidirectional, it is expressed using the preceding and following
sentences. Beginning at the bottom layer of a deep neural network, it can be performed
deeply and interactively. When comparing BERT and other models (OpenAI GPT, ELMo)
that use pre-training, the structural feature of BERT is bidirectional, as indicated by the
arrow in Figure 6. In contrast, OpenAI GPT uses left-to-right learning, ELMo combines
left-to-right and right-to-left learning in the final layer, and only BERT performs bidirec-
tional learning in all layers (Figure 4). BERT’s training consists of two stages: “pre-training”
using a large amount of data and “fine-tuning” using a relatively small amount of data.
The important point here is that the large amount of data used for “pre-learning” can be
ordinary sentences without supervised labels. If plain text is used, it is relatively easy to
obtain a large amount of data, such as Wikipedia dumps or newspaper data.

Once “pre-training” is completed using such unlabeled data, a variety of tasks can
be handled by “fine-tuning” using a relatively small amount of labeled data based on the
pre-trained model. In addition to natural language processing, deep learning models that
have grown in scale in recent years require extremely large amounts of training data. For
images, it is possible to use large datasets, but this is not the case for natural language
processing. The reality is that there are almost no labeled datasets that are sufficiently large
to train large-scale models. BERT is a method that can address the issue of the need for
large amounts of data, which is inherent in large-scale models, using pre-learning with
unlabeled data.

RNNs and CNNs have been used for natural language processing. However, recently,
a structure called a transformer has become very popular, and the transformer is also used
in the hidden layer of BERT, which inputs a sequence of vectors into the transformer and
outputs a sequence of vectors. It has a structure in which multiple transformers are stacked
vertically; however, multiple transformers can also be strung together in a daisy chain.
BERT performs pre-learning using two objective functions: masked LM and next sentence
prediction for input. Thus, in the pre-learning process, BERT evaluates the ability to fill in
the blanks in sentences (generating embedded expressions that consider the surrounding
context) and has acquired the ability to judge whether two sequences are continuous (the
relationship between two sequences).

When attempting to use machine learning to implement natural language processing,
which is the process of having a machine understand, distinguish, or generate language,
the problem is to create learning data with correct answers. To achieve sufficient accuracy,
a considerable amount of data must be prepared, and, in most cases, it is manually created
by humans, which requires a considerable amount of time.

To alleviate this problem, a technique called “transfer learning” is often used in
machine learning. This method uses two stages of learning: (1) pre-learning and (2) fine-
tuning. First, pre-learning involves learning grammar, word meanings, etc., using a large
amount of text data available on the Web. This learning method does not require humans
to create correct answer data; they only need to collect the data, making it inexpensive.
Then, in the fine-tuning stage, data prepared by humans are used for learning. Because the
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language is learned with basic knowledge of the language already in hand, a small amount
of data is required compared to learning from scratch. This is called transfer learning
because, what is learned in pre-training is used and transferred to the fine-tuning step.
Typical pre-learning methods include those that predict the next word by giving part of a
sentence (language model) and those that predict the next word by randomly hiding words
in the sentence (denoise).
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input, and output a sequence of vectors (T1 . . .. . . TN). The structures have multiple hidden layers
(Trm = transformer) stacked between the input layer and output layer.

In addition, ProphetNet performs pre-training similar to a language model. Specif-
ically, when given part of a sentence, instead of only predicting the next word, N words
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are predicted. The language model predicts the next word for each word, while Bigram
ProphetNet predicts the next two words after that. The reason such a method was proposed
was because the language model was not able to capture the meaning of the sentence as a
whole because it was strongly influenced by the previous word. ProphetNet is designed
to enlarge the prediction range and make it easier to see the entire text. Regarding the
performance of fine-tuning the pre-trained model for individual tasks, ProphetNet had the
highest accuracy when compared with the performance of CNN/Daily Mail and Gigaword
for text summarization tasks (Tables 3 and 4).

Table 3. Performance of the CNN/Daily Mail test set.

Method ROUGE-1 ROUGE-2 ROUGE-L

LEAD-3 40.42 17.62 36.67

PTGEN 36.44 15.66 33.42

PTGEN + Coverage 39.53 17.28 36.38

S2S-ELMo 41.56 18.94 38.47

Bottom-up 41.22 18.68 38.34

BERTSUMABS 41.72 19.39 38.76

BERTSUMEXTABS 42.13 19.60 39.18

MASS 42.12 19.50 39.01

UniLM 43.33 20.21 40.51

ProphetNet 43.68 20.64 40.72

Table 4. Performance of the Gigaword test set.

Method ROUGE-1 ROUGE-2 ROUGE-L

OpenNMT 36.73 17.86 33.68

Re3Sum 37.04 19.03 34.46

MASS 38.73 19.71 35.96

UniLM 38.45 19.45 35.75

ProphetNet 39.55 20.27 36.57

In addition, because it is assumed to be used at the individual level, the corresponding
vocabulary is limited, and business terms are not covered. Furthermore, it is difficult to
recognize utterances made by multiple speakers or utterances not intended for speech
recognition, such as interviews or meetings. Since the late 2010s, the performance has
improved owing to the evolution of AI and deep learning, and it has reached a practical
level, such as being used for the voice operation of virtual assistants such as Google
Assistant and Amazon Alexa.

However, even people who have received vocal training, such as voice actors, may
not be recognized depending on the conditions. On the other hand, for companies, more
expensive software is available that can be used to record meeting minutes involving a
large vocabulary and multiple speakers. Therefore, efficient work is possible compared to
transcription from cassette tapes or IC (integrated circuit) recorders.

4.5. Speech Recognition Technology under Development

If the feature quantity of the speaker’s voice is distorted by noise or feature separation
processing, the difference from the acoustic model widens, causing erroneous recognition.
The MFT is used in the process of restoring lost speech by estimating how much distortion
and noise are included in the feature values of the obtained speech, mapping the reliability
on the time axis, and masking low-reliability feature values [44].
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Speech recognition based on MFT is an effective method for improving robustness,
which detects sub-bands distorted by noise from input speech as missing features [45].
The detected missing features are masked during speech recognition, so that the system
is not affected. Therefore, it is possible to respond flexibly, even when the noise changes
significantly and dynamically. By applying MFT to the interface between sound source
separation and speech recognition, it is possible to improve the accuracy of speech recogni-
tion by masking features distorted by sound source separation. Hearing is an important
technology for realizing intelligent robots that operate in the same living environment
as humans. If a robot hearing system that uses an MFT-based interface between sound
source separation and speech recognition is implemented in a humanoid robot to realize
robot hearing, high recognition accuracy can be obtained by using a deductive missing
feature mask.

The GSS is a technique for separating multiple sound sources [46]. If there is no
correlation between sound sources, sound source separation and its position information
(sound source localization) can be obtained relatively easily by inputting information from
multiple microphones. If this is reflected in the reliability map as noise information of the
MFT, the recognition rate will not drop significantly, even in noisy situations or in situations
of simultaneous utterances.

The separation performance of GSS, which is a sound source separation method with
high separation performance and is suitable for real-time processing, changes depend-
ing on the parameter values, and its optimal value varies depending on the surrounding
environment, such as the position of the sound source and the noise level [47]. Further-
more, in a dynamic environment, the optimal parameter values change depending on
the environment; therefore, it has been difficult to obtain good separation performance
with conventional GSS that sets parameters to fixed values. In addition, even in a static
environment, there is a problem with the separation performance reaching a plateau due to
the GSS algorithm.

To solve the problems associated with the GSS method, which is a sound source
separation method suitable for robot hearing, a method was developed that allows for even
greater separation performance than conventional GSS by introducing two new processes.
One of these processes is the adaptive step size (AS) method for blind source separation
(BSS). This makes it possible to adaptively adjust the step size and weighting coefficient,
which are important parameters of GSS, according to environmental changes, making it
possible to achieve both high separation accuracy and stability. Another process is the
optima-controlled recursive average (OCRA) method. This method enables highly accurate
correlation matrix estimation without compromising the ability to track environmental
changes by using smoothing processing with an exponential window and adaptively
adjusting the window length during smoothing according to the degree of separation. By
introducing the OCRA, it is possible to improve the separation performance when the
GSS converges.

4.6. Practical Examples of Speech Recognition

The speech recognition function on Macintosh was installed in PlainTalk from Quadra
840 AV/Centris 660 AV in 1993. Mac OS9 also has a voice recognition password login
function. From MacOS Sierra, Siri, a voice recognition assistant function, was installed,
making it possible to perform various operations.

Windows Vista and Windows 7 have a voice recognition function that makes it possible
to perform operations such as chatting without keyboard input. There have been several
usage methods, such as operating a computer with a voice recognition function. In addition
to improving the Japanese recognition rate, Windows operations performed with a mouse
and keyboard can be operated by voice. For Windows 10, a voice recognition assistant
function called Cortana was installed, and various operations were made possible.

Google Cloud Platform’s Speech-to-Text API makes it easy to integrate real-time speech
translation into an application. It supports more than 85 languages and variations, and
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features accurate speech-to-text conversion using state-of-the-art speech-to-text software.
It can be deployed not only in the cloud, but also at the edge, and supports standard and
custom voices.

Amazon Alexa is a virtual assistant AI technology developed by Amazon and was
first adopted in the smart speaker “Amazon Echo” developed by Amazon Lab126. It can
provide real-time information such as voice interaction, music playback, creating to-do lists,
setting alarms, streaming podcasts, playing audiobooks, weather, traffic, sports, and other
news. Amazon uses the Alexa Voice Service (AVS), a cloud-based service that provides an
API to interface with Alexa, to allow device makers to integrate Alexa voice capabilities
into their own connected products.

4.7. Optical Character Recognition (OCR)

OCR converts images of printed or handwritten text into strings of character code [48].
The image is captured by an image scanner or photograph, a landscape photograph, or a
subtitle in the image. It is widely used as a data entry method for paper-based data, such as
passports, bills, bank statements, receipts, business cards, emails, and printed documents
that are required for recording in compact form. Furthermore, by converting to character
code, it can be used as input for cognitive computing, machine translation, and speech
synthesis, and text mining is also possible. The research fields include AI and computer
vision, in addition to pattern recognition. Early systems required “training” to read specific
typefaces. It is now possible to convert most typefaces with high literacy rates. In some
systems, it is possible to produce an output formatted to look like a loaded image. Among
them, some are correctly recognized even if parts other than the documents, such as images,
are included.

OCR engines have been developed for various domain-specific OCR applications such
as receipt OCR, invoice OCR, check OCR, and legal billing document OCR. Examples of
these application areas are as follows:

• Data entry from business documents (checks, passports, invoices, bank statements,
receipts, etc.);

• Automobile license plate reader (N system);
• Passport recognition and information extraction at airports;
• Automatic insurance document key information extraction;
• Traffic sign recognition systems;
• Extraction of contact information from business card information;
• Rapid creation of text versions of printed documents (e.g., Project Gutenberg book scans);
• Making electronic images of printed documents searchable (e.g., Google Books);
• Recognizing handwritten characters in real time (pen computing);
• Breaking through the CAPTCHA anti-bot system;
• Assistive technology for the visually impaired;
• Instructing vehicles by identifying CAD images in the database that are suitable for

real-time-changing vehicle designs;
• Converting scanned documents to searchable PDFs and making them searchable;
• Score OCR to read printed sheet music;
• StotOCR for character recognition of images cut from desktops with screenshots;
• Pre-treatment: OCR software often “pre-processes” images to improve recognition rates;
• Tilt correction: If the document is not aligned correctly when scanned, the document

can be tilted clockwise or counterclockwise a few degrees to make the lines of text
perfectly horizontal or vertical;

• Speckle removal: Smoothing out contours by removing black and white speckles;
• Binarization: Converting an image from color or grayscale to a black and white binary

image. The binarization task is an easy way to separate the desired text or image from
the background. Most commercial recognition algorithms only work on binary images;
therefore, the task of binarization is essential. In addition, the binarization method
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should be carefully selected for a particular input image type, because the results of
the binarization process greatly affect the quality of the character recognition stage;

• Removing borders: Erasing non-glyph rules and lines;
• Layout analysis, and zoning: Identifying columns, paragraphs, footnotes, etc., as

separate blocks, which is especially important in layouts with columns and tables;
• Line and word detection: Establishing a baseline for word and letter shapes, and

breaking words as needed;
• Script recognition: In multilingual documents, scripts may change at the word level,

requiring script identification before involving the appropriate OCR to process a
particular script;

• Aspect ratio and scale normalization: Monospaced font segmentation is achieved
relatively simply by aligning the image to a uniform grid based on where vertical
grid lines least frequently cross black areas. Proportional fonts require more sophisti-
cated techniques because the whitespace between characters can be larger than the
whitespace between words, and vertical lines can intersect multiple characters.

Two basic types of core OCR algorithms produce a ranked list of candidate charac-
ters [49] and compare an image to a glyph stored pixel by pixel. This technique is also
known as “pattern matching”, “pattern recognition”, and “digital image correlation” [50].
This relies on the input glyphs being correctly separated from the rest of the image and the
stored glyphs being of the same font and scale. This method works best when the same
type is entered and does not work well when new fonts appear in the middle. This is the
technique that early physical photocell-based OCR utilized.

Glyphs are decomposed into “features” such as line segments, closed loops, line direc-
tions, and line intersections [51]. The detection function reduces the dimensionality of the
representation and makes the recognition process computationally efficient. These features
are compared to an abstract vector-like representation of the character and are reduced
to one or more glyph prototypes. A common technique of feature detection in computer
vision is commonly used in intelligent handwriting recognition and, indeed, most modern
OCR software. The nearest neighbor classifier, such as the k-nearest neighbor algorithm,
compares image features with stored glyph features and selects the closest match.

OCR can be more accurate if the output only contains words defined in a lexicon, a list
of words used in the document. A word list can, for example, define all English words, or
more technical vocabulary for a particular domain. This method is difficult to use if the
document contains words that are not in the vocabulary, such as proper nouns. Tesseract,
which is an optical character recognition engine that runs on various operating systems
and has a library for character recognition and a command line interface, uses its dictionary
to refine the character segmentation step [52].

The basic output is plain text, but more advanced OCR systems produce an annotated
PDF that preserves the original layout of the page and contains both the original image
and a searchable text representation. “Neighborhood analysis” takes advantage of the fact
that certain words are used together to correct errors. Implementing knowledge about
the grammar of the language being scanned, for example, whether a word is a verb or a
noun, enables greater accuracy. The Levenshtein distance algorithm is also used in OCR
post-processing to further optimize the results from OCR API [53].

The major OCR engines implement OCR systems to process certain types of input
more efficiently. In addition to application-specific vocabularies, business rules, standard
expressions, and information contained in color images can be used to improve accu-
racy. This strategy is called “application-oriented OCR” or “customized OCR”, and is
used for license plates, invoices, screenshots, ID cards, driver’s licenses, and OCR in the
automotive industry.

Full-text search is used to search for a specific character string in multiple documents
(files) on a computer. Unlike “file name search” and “character string search in a single
file”, it is used in the sense of “searching across multiple documents and targeting the full
text contained in the document”. “grep” is a character string search command in UNIX,
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and searches for character strings to be searched by sequentially scanning the contents of
multiple text files. Generally, the search method called “grep type” does not create an index
file (index) in advance, but scans the file sequentially, so the search speed decreases as the
number of search targets increases.

When the number of documents to be searched is enormous, in the grep type, the
documents to be searched increases, and the time required for searching also increases due
to accessing each document each time a search is performed and retrieving the relevant
data sequentially. Therefore, a method of improving the search performance by scanning a
group of documents to be searched in advance and preparing index data that enable high-
speed searching has been adopted. Creating an index file in advance is called indexing. The
dataset generated by indexing is called an index. The structure is often a list format (table
structure) such as “character string/file location/file update data/appearance frequency”.
A character string is a search key. By accessing this index at the time of the search, a
dramatically higher-speed search becomes possible.

4.8. Index String Extraction Method

In the case of English text, spaces are inserted between words, so index data can be
easily created by extracting character strings separated by spaces. However, in the case of
Japanese, since there is no custom in which words are separated by spaces, it is necessary
to use morphological analysis technology to analyze the context, decompose words, and
create an index based on this. A dictionary for analysis is essential for morphological
analysis, and the quality of the dictionary influences the search results to some extent. In
addition, there are many technical barriers, such as the difficulty in extracting hiragana
words that are not registered in dictionaries, and it is said that search omissions occur.

A method of decomposing the search target into characters instead of words and
obtaining the frequency of occurrence includes the following N-1 characters [54]. If the
value of N is 1, it is called a “unigram”, if it is 2, it is called a “bigram”, and if it is 3,
it is called a “trigram”. For example, in the case of the character string “full-text search
technology”, if indexing is performed by dividing every two characters into “full text”,
“sentence search”, and “technique”, search omissions do not occur and there is no need for
a dictionary.

On the other hand, there are two drawbacks compared to morphological analysis.
Search results that are different from what was intended (so-called search noise) occur,
and the index size bloats. If the search target document is not plain text, for example, an
HTML document, it is possible to extract text by removing tags, etc. On the other hand,
in the case of a binary format such as the word processor proprietary format of a specific
manufacturer, since the indexer cannot extract the text directly from the file, it becomes
necessary to use a document filter to extract the text from the file. Some document filter
functions are included in indexers, and others are implemented by function extensions
such as add-ins.

Indexes for full-text search come in many forms, but the most common is a table with
variable-length records, consisting of words and the IDs of the document files containing
the words, in an inverted file. Algorithms such as “binary search” that, when searching
data in a sorted list or array (assuming no identical values), looking at the central value,
using the magnitude relationship with the value to be searched based on a judgment as to
whether the value to be searched is on the right or left of the central value, and searching
while making sure that it does not exist on one side, can be used for indexing and actual
searches to identify document IDs from search words at high speed. The data structure
of the inverted file and the search algorithm used vary depending on the full-text search
system, and these differences can cause large differences in index size, search speed, and
search accuracy.

“Recall” and “precision” are used as one of the evaluation indexes of the full-text
search system [55,56]. The former expresses “how few search omissions there are”, and
the latter expresses “how little search noise there is”. The retrieval performance of the
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information retrieval system is commonly used to judge precision and recall mainly from
the qualitative viewpoint of accuracy and completeness, and by measuring throughput
from the quantitative viewpoint of processing performance. The relevance rate is an
index of the accuracy of how many documents matching the search are included in the
set obtained as the search result. Also, the recall rate is an index of completeness that
indicates how many documents (correct documents) that match the retrieval result among
the documents to be retrieved can be retrieved. The precision is as follows:

p = R/N (20)

(R: the number of retrieved relevant documents, N: the number of retrieved docu-
ments). The recall is:

r = R/C (21)

(R: the number of retrieved relevant documents, C: the number of correct documents
among all target documents). If the precision rate is increased, the recall rate will decrease,
and if the recall rate is increased, the precision rate tends to decrease, so a scale called
F-measure is also often used. The F value is the harmonic mean of precision and recall:

F = 2·p·r/p + r (22)

= R/1/2 (N + C) (23)

and corresponds to R divided by the arithmetic mean of N and C. A higher F value means
better performance.

The retrieved documents are sorted in “update order”, “file name order”, “document
title order”, and the like. Some general search engines also apply their own ranking rules
and call them “importance”. The basic concept of ranking is to “display documents that
are considered important to the user at the top”. The following methods are often adopted.

• Search word frequency in documents;
• Parsing HTML tags;
• tf-idf: TF indicates the frequency of appearance of a word, and IDF indicates the

degree to which words are concentrated in a part of all documents;
• Page rank: Ranking is based on the principle that “pages linked from high-importance

pages are important”.

4.9. Computer Vision (CV) for Image Recognition

CV is the field of search that deals with how well computers can understand digital
images or moving images. In engineering, it is a field that seeks to automate tasks that
the human visual system can perform. Since this field deals with all of the processes in
which computers acquire information in the real world, a wide range of research is being
conducted, from hardware for image sensing to AI theory for recognizing information. In
recent years, the fusion of computer graphics and CV has attracted attention. Research
subjects can be broadly classified as follows:

• Image sensor

- Camera,
- Range finder;

• Two-dimensional image processing

- Background subtraction,
- Inter-frame difference method,
- Optical flow,
- Motion vector;

• Three-dimensional image processing

- Stereo method (computer stereo vision),
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- Epipolar geometry,
- Shape from X,
- Factorization;

• Recognition/Identification

- Machine learning algorithms (k-nn, k-means, svm, etc.),
- Deep learning algorithms (CNN, RNN, etc.);

• Information presentation

- Virtual reality,
- Mixed reality/augmented reality.

These technologies are deeply connected to robot vision, wearable computers, and
so on. In addition, background knowledge such as signal processing and linear algebra
is required. Developing a CV to rival the human eye and brain is the problem of an AI-
complete, and solving AI-complete computational problems is synonymous with solving
the central problem of AI and will create computers as intelligent as humans. The term
is analogous to computational complexity theory such as NP-complete problems, where
“completeness” in computational complexity theory refers to the most difficult problem in
that complexity class [57].

The NP-complete problem is (1) a decision problem (language) belonging to the class
NP (non-deterministic polynomial), and (2) any problem belonging to the class NP that can
be reduced in polynomial time. Even if the problem definition does not satisfy condition
(1), it can be characterized as an NP-hard problem of computational difficulty. Because of
the transitivity of polynomial-time reduction, any problem belonging to the class NP that
is polynomial-time-reducible from an NP-complete problem is also NP-complete. Most
of the proof of NP-complete problems that have been discovered so far was derived from
the satisfiability problem and the like due to this transitivity. The satisfiability problem
has been proven to be NP-compete, and polynomial-time reduction has shown that many
computationally difficult problems are NP-complete. Problems commonly referred to as
AI-complete include:

• CV;
• Natural language understanding;
• Passing the Turing test.

4.10. Biometrics (Biometric Authentication or Biometrics Authentication)

Biometrics refers to personal authentication technology and processes that use infor-
mation on human physical characteristics (biological organs) and behavioral characteristics
(habits). In biometric authentication, information called a “template” is collected and regis-
tered in advance, and authentication is performed by comparing it with the information
acquired by the sensor at the time of authentication [58].

The conditions for biometric information that are suitable for use in biometric au-
thentication include “characteristics that all people have,” “no other person with the same
characteristics,” and “characteristics that do not change over time”. It is often used in
combination with other biometrics or other authentication methods when it alone does not
provide a sufficient and reliable recognition rate.

• Fingerprint

Fingerprints are also used in criminal investigations and are a simple but highly
reliable authentication method [59]. In addition, since biometric authentication is one
of the oldest methods, many deception methods have been devised, and authentication
equipment for these methods has been improved.

• DNA

DNA is often used in criminal investigations as a DNA-type appraisal and is the most
reliable and ultimate means of biometric authentication. For confirmation, it is necessary to
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obtain a sample (a part of the subject’s body such as blood or saliva) and perform a detailed
chemical analysis, but no real-time authentication device has been developed. It has the
disadvantage that identical twins cannot be distinguished.

• Hand shape

This is a method of authentication using the width of the palm and the length of the
fingers. The recognition rate declines with growth and aging, so regular renewal is required
(widely used in the US, valid for one year).

• Retina

This is a method of recognizing the pattern of capillaries in the retina of the eye. Since
the retina is in the back of the eyeball, it is necessary to bring the eye close to the sensor
to photograph the pattern, and the device is large-scale, so the penetration rate is not
very high.

• Iris

This authentication method uses a histogram of iris pattern gradation values. Accurate
authentication is possible even for twins, so it has high authentication accuracy. Like the
retina, large-scale equipment was required in the past, and the registration and operation
costs tended to be higher than authentication methods such as fingerprints and veins.

• Face

The recognition rate declines using this method due to eyeglasses, facial expressions,
and changes due to aging. Also, in the case of identical twins, it is easy to recognize
them as the same person. It is used as a simple authentication method and for criminal
investigations.

• Blood vessels

Techniques using vein patterns obtained by transmitting or reflecting near-infrared
light to the palm, the back of the hand, and the fingers have been put to practical use.

• Audio

Audio information is derived from the structure of vocal organs such as the vocal
cords and is a physical feature, but it also has elements of behavioral features. A technique
using a voiceprint is well known, but the recognition rate may decrease depending on the
user’s health condition.

• Ear shape

A method of authentication using the shape of the auricle.

• Body odor

A method of authentication based on the chemical composition of body odor.

• Handwriting

A method that uses habits such as changes in writing trajectory, speed, and writing
pressure. Research is also being conducted on authentication methods that estimate wrist
rotation and finger length. Note that the method of viewing only the handwriting image
after writing is not considered biometric authentication.

• Lip movement

A method using the habits of lip movements during speech.

• Blinking

A method for measuring the amount of change in the iris area due to blinking. The
unconscious blinking action is fast, and it is difficult for others to imitate it.

• Walking
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An authentication method using human walking. Walking has physical characteristics
such as bone structure and muscles, and dynamic characteristics such as walking style,
and is used in combination with the face recognition system of surveillance cameras. The
recognition rate decreases when a person has suffered a serious injury such as a bone
fracture or has been hospitalized for a long period.

4.11. Gesture Recognition

Gesture recognition is a subject of computer science and language technology aimed
at interpreting human gestures via mathematical algorithms [60,61]. Gestures can originate
from any body movement or state, but usually originate from the face and hands. Current
focuses in this area include facial emotion recognition and hand gesture recognition. Users
can use simple gestures to control or interact with the device without physically touching it.
While many approaches have been taken using cameras and CV algorithms to interpret sign
language, gesture recognition can be used to understand human language. Therefore, it
creates a richer bridge between machines and humans than primitive textual user interfaces
or GUIs (graphical user interfaces), which limit keyboard input to a large extent.

4.12. Sign Language Recognition

Sign language recognition can be divided into two types. The first is the method of
acquiring hand motions [62,63] and recognizing them by comparing the detected motion
pattern with the motion pattern registered in a dictionary. The second is to detect the
motion of the hand using a video camera and image processing methods.

4.13. Sketch Recognition

Sketch recognition is the automatic recognition of a diagram by a computer [64]. Sketch
recognition research is located at the intersection of AI and human–computer interaction.
Recognition algorithms are typically gesture-based, appearance-based, geometry-based, or
a combination thereof.

5. Data Mining

Data mining, on the other hand, is defined as “the extraction of information from data
that has not been explicitly stated and hitherto unknown, but which is potentially useful
and non-obvious,” and a “technical system for extracting useful information from huge
data collections and databases”. It often implies the expectation that heuristic knowledge
acquisition is possible, which is difficult to imagine from ordinary data handling. Targeting
text is called text mining, and targeting web pages is called web mining.

Neural networks with three or more layers have been proven to be differentiable
and capable of approximating continuous functions (they can solve linearly non-separable
problems).

It is possible to identify characteristic patterns that occur frequently in a dataset.

• Association rule extraction: A technology that extracts events that frequently occur at
the same times as highly correlated events, or association rules, from a large amount
of data stored in a database;

• Other frequent patterns;
• Time series and graphs.

Classification is the problem of predicting the category corresponding to given data.
Typical methods include naïve Bayes classifier [65], decision tree [66], and SVM.

Typical methods used to address the problem of predicting real values corresponding
to given data are linear regression [67], logistic regression [68], and SVM.

Some types of data analysis (especially the multivariate analysis method) are unsuper-
vised data classification methods, that is, methods of automatically classifying the given
data without external criteria [69].
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6. Modeling and Optimization

Machine learning is used in various fields because it can predict and optimize numer-
ical values based on input data if appropriate processing is performed. Loss, also called
cost, is the difference between the model’s prediction and the result. Minimizing the value
of the loss achieves the optimization of the machine learning model [70]. Therefore, if the
prediction value of the neural network changes, the loss will also change.

The predicted value of the neural network varies with parameters, weights, and biases.
In other words, to reduce this loss, the values of the parameters in it are adjusted variously
so that the neural network produces the correct value. The parameters are the weights and
biases of the neural network, which are w and b in the formula below. A is an arbitrary
activation function.

y = a (w x + b) (24)

Since the loss is the difference between the predicted value and the correct value, the
loss for one datum is as follows:

Loss = (y − ŷ)2 = (y - 1/1 + e−w x)2 (25)

where y and ŷ are the correct value and the value predicted by the neural network, respec-
tively. The reason for squaring is simply to make the sign of the loss positive. This squared
error is called mean squared error.

The loss function is set according to the situation, such as the “sum of squared error”
or “cross entropy error”. Since a neural network produces an output for an input, the
neural network is defined as the function f. Since the predicted value ŷ is the output of the
neural network f for the input data x, it can be expressed as ŷ = f(x). By manipulating w so
that this loss function takes the minimum value, the result is a neural network with the
highest parameter w. In other words, it is important to find parameters that minimize the
loss function.

6.1. T Cell Networks and Reinforcement Learning

Living organisms, as represented by the brain, have extremely sophisticated informa-
tion processing mechanisms that have not yet been realized. The immune system, which
protects our bodies by learning about unknown pathogens from past infection history and
inducing appropriate responses, is also a biological information processing mechanism. To
understand and predict the behavior of a complex learning system, it is not enough to sim-
ply enumerate its components and their behavior; a theoretical method that understands
the operating principle of the entire system is required.

However, although various cells and molecules related to immunity have been experi-
mentally discovered, the development of comprehensive theories on how these aggregates
learn about foreign enemies and mount appropriate immune responses has lagged far
behind. By applying the theory of reinforcement learning, which is rapidly developing
in the field of AI, a new theory has been constructed that comprehensively deals with the
process by which the immune system learns from past infection experiences [71].

The Th cell group, which is an immune cell group responsible for immune memory
and learning, is a group of cells that have extremely diverse chemical molecule receptors
and sensors. This flow of a “molecular pattern” to the “Th cell group” and then to “another
immune cell group” is like the structure of a multilayer neural network. Based on this
theory, clonal selection, which is classically known in immunology, is a mechanism by which
immune learning is realized by increasing the number of immune cells that contribute to
immune recognition in the body and decreasing the number of cells that do not contribute,
and can be regarded as a type of learning rule for reinforcement learning (Figure 7).
This theory also reproduces the experimentally measured properties of the population
distribution of immune cells. In other words, this is a theory that treats immune recognition
and control by Th cell groups as a reinforcement learning theory by applying the theory of
reinforcement learning using neural networks that have been developed in the field of AI.
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Clonal selection is classically accepted as a mechanism by which Th cell populations
can remember past infectious agents and a concept that explains pathogen memory and
rapid response upon second infection. This a necessary and unnecessary mechanism, and
among T cell groups with diverse receptors, the number of cells involved in pathogen
recognition increases, and the number of cells that do not participate decreases. The
learning rules necessary for realizing learning in the immune system were derived based
on the theory of reinforcement learning described above, and learning rules that included
clone selection in special cases were derived.

The learning rules were also general, including feedback from other immune cells that
activate Th cells and global signals that act on the entire Th cell population, indicating that
its existence is experimentally known but is not explained by clonal selection. The shape of
the population distribution of Th cell groups learned based on this learning rule closely
reproduces the power law properties observed in recent experimental measurements. The
immune system, like the brain, is a complex learning system in living organisms, and to
predict and control immune behavior, it is necessary to understand the learning process
and laws of learning. Although this theory focuses on the Th cell group within the immune
system, various other cell groups, including the innate immune system, play different
roles in the immune system. Many of these can be understood from the perspective of
learning theory. Developing the theory of this research based on reinforcement learning
provides a comprehensive understanding of the logic and principles by which the immune
system distinguishes foreign enemies from its cells and establishes learning. Combining
this kind of theory with quantitative measurements is also expected to greatly expand the
possibilities for predicting and controlling the immune system.

6.2. Automatic Tracking of Immune Cells with Deep Learning

Human immune cells are videotaped and their activity levels analyzed using video
data, and immunity can be estimated by analyzing the activity levels. Leukocytes are
migratory cells that move within tissues using protrusions called pseudopodia, which
are responsible for cell movement, and move while changing their shape like an amoeba.
Furthermore, leukocytes remove unnecessary cells and malignant cells from body tissues
and transmit their antigen information to other immune cells. Because these roles maintain



BioMedInformatics 2024, 4 594

human immune function, leukocytes are important cells that contribute to human health.
Therefore, high throughput is required for immune cell analysis, as the amount of activity is
analyzed by visually tracking immune cells in body tissue videos. This requires obtaining
the initial positions of immune cells in the video and continuously tracking them.

Additionally, the ability to track multiple immune cells simultaneously from a single
video can further improve efficiency. One method to achieve automatic tracking is to use
deep learning to automatically specify and automatically track multiple immune cells for
analysis [72]. The process of this automatic acquisition method consists of two steps: the
automatic acquisition of immune cells and the automatic tracking of them. First, a patch
image is cut out from the initial frame image of a body tissue video using a search frame
with a fixed ratio. A classifier trained by deep learning then identifies whether the extracted
patch image is an immune cell or not. Based on the output of the classifier, it is determined
whether immune cells are recognized, and if recognized, the position of the search frame
is recorded.

To confirm frequently recognized positions, the recognition frequency space has the
same vertical and horizontal size as the frame image size, and the height represents the
recognition frequency, which can be visualized by adding the bivariate normal distribution
values, indicating that immune cells are more likely to be captured the closer they are to the
center within the recognized area of the locations corresponding to the recognized positions
in the frame image. In addition, a threshold is set in the heat map image of the recognition
frequency space to find the center of gravity of each closed region in the binarized image.
Currently, the threshold value is lowered in order from the highest frequency value until
the number of closed regions reaches the specified number; then, the center of gravity of
each closed region is set as the center of gravity of the immune cell and the position of the
immune cell is specified.

In addition, automatic tracking focuses on the location in the frame image of the
second frame that corresponds to the part where the immune cell position was obtained in
the previous frame. Then, the center of gravity of the location recognized as an immune cell
in each scanned region is calculated as the position of the immune cell in the second frame.
By performing this process, shifting one frame at a time, the movement of the immune
cells can be captured sequentially. This classifier solves problems that hinder learning,
such as degradation problems, by using shortcut connections that transmit identity maps
to various parts of the network in ResNet. In addition, the accuracy can be improved by
performing regularization after combining the shortcut and the base network before the
convolution layer in the base network to make the shortcut a complete identity mapping
step. In this shortcut connection, the identity mapping of the output of the previous layer is
added to the input of the layer several layers ahead, so the baseline network parallel to the
shortcut only learns the difference before and after the shortcut. When the base network
parallel to the shortcut is f (x, W) and the input of the N layer is xn, the input of the L layer
is expressed by Equation (7) using the input of the l layer. However, in this case, l < L.

xL = xl + ∑L−1
i=l F(xi, Wi) (26)

The loss function is currently E, and the slope of the loss is calculated by partial
differentiation with respect to xl, which is shown in Equation (8). Here, it is said that
1 + ∂/∂x1∑L−1

i=l F(xi, Wi) almost never becomes 0, so the gradient never becomes 0 and the
learning becomes stable.

∂E
∂x1

=

(
∂E

∂xL

)(
∂xL
∂xl

)
=

∂E
∂xL

(1 + ∂/∂x1∑L−1
i=l F(xi, Wi)) (27)

7. Discussion and Conclusions

AI has been applied to many fields, including medicine [73]. Based on a wealth of
clinical data, machine learning-adapted medical devices can be expected to help avoid the
need for new clinical trials and respond to areas such as regulations and recalls. Further, its
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performance has surpassed that of humans in resolving several real-world problems, but
there are still safety issues such as vulnerabilities and privacy violations. There is a need to
build safe, stable, and secure AI models by using CI technologies, including evolutionary
calculations, fuzzy systems, and neutral networks.

Specifically, at the model construction and learning stage, evolutionary computation is
used to generate adversarial samples that add small amounts of noise that humans cannot
perceive to training samples, and these samples are used to generate highly robust AI
models. At the same time, optimizing lightweight models that simplify the structure and
reduce the amount of calculation without degrading the performance of the AI model is an
important issue. In addition, at the stage after the AI model is introduced, it automatically
detects vulnerabilities and retrains in a way that can be applied to the trained AI model,
and develops a general-purpose framework that could self-evolve and adapt to a variety of
new scenarios, which is also an important challenge.

CI systems are defined as those that process low-level data such as numerical data,
have a pattern recognition component, and do not use AI knowledge. Additionally, as it
begins to exhibit adaptive computing power, fault tolerance, speeds approaching human-
like turnaround, and error rates approaching human performance, a clear distinction is
made between CI and AI, with AI being based on hard computing techniques, while CI is
based on soft computing techniques. AI and CI aim at similar long-term goals, that is, to
reach general intelligence: the intelligence of a machine that can perform any intellectual
task that a human can perform.

There is a clear difference between these approaches, as CI is a subset of AI. There are
two types of machine intelligence: AI, which is based on hard computing techniques, and
CI, which is based on soft computing techniques that allow adaptation to many situations.
Hard computing technology operates according to binary logic based on only two values
(Boolean true or false, 0 or 1), on which modern computers are based. One problem with
this logic is that natural language cannot always be easily translated into an absolute
term of 0 and 1. This is where soft computing techniques based on fuzzy logic come in
handy. This logic is very similar to how the human brain aggregates data into partial truths
(sharp/fuzzy systems) and is one of the key proprietary aspects of CI.

Within the same principles of fuzzy logic and binary logic, crispy systems and fuzzy
system follow. While crispy logic is part of the principles of AI and consists of the inclusion
or exclusion of elements within a set, the fuzzy system allows elements to be partially
included in a set. Following this logic, each element can be given a degree of membership,
but it is not restricted to one of these two values.

Fuzzy logic, one of the key principles of CI, consists of measurements and process
modeling performed using complex real-world processes. In contrast to AI, which requires
precise knowledge, process models can face imperfections and, most importantly, data
ignorance. This technology tends to be applied in a wide range of fields such as control,
image processing, and decision making. Fuzzy logic is primarily useful for approximate
reasoning, but it lacks the learning ability required by humans in order to learn from
past mistakes and improve yourself. This is why CI experts are working on developing
artificial neural networks, which are defined by the following process: a cell body processes
information and is then incorporated into distributed information processing systems to
enable processing and learning from empirical data, based on biological networks.

From an application perspective, neural networks can be classified into five groups:
data analysis, classification, associative memory, pattern clustering generation, and control.
Generally, the purpose of this method is to deal with the nonlinearity of the system to
control it. Additionally, neural network technology has the advantage of allowing data
clustering through fuzzy logic techniques. In addition, evolutionary calculations based on
the process of natural selection utilize the power of natural evolution to drive new artificial
evolution methodologies. This also includes other areas such as evolutionary strategies and
evolutionary algorithms that are considered problem-solving tools. The main application
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areas of this principle cover areas where traditional mathematical methods are inadequate,
such as optimization and multi-objective optimization.

Theoretical learning is one of the main approaches in CI and continues to search
for methods of inference that are like humans. In psychology, learning is the process of
integrating cognitive, emotional, and environmental influences and experiences to acquire,
enhance, or change knowledge, skills, values, and worldviews. Learning theories help us
to understand how these influences and experiences are processed and make predictions
based on previous experience. Probabilistic methods, one of the key elements of fuzzy
logic, were introduced with the aim of evaluating the results of intelligent computational
systems that are primarily defined by randomness. Therefore, probabilistic methods derive
possible solutions to a problem based on prior knowledge.

CI is the ability to build models based on various phenomena and the data obtained
from them using computational means. CI technology includes not only model construction,
but also technology to solve various problems by applying a range of computational
methods. With the aim of developing CI technology that excels both academically and
practically, various benchmark problems are being developed that reflect the difficulty of
real-world problems in a wide range of fields. Preparing such benchmark problems is not
only helpful in academic aspects such as the optimal combination of machine learning
and optimization calculation, but also in the field itself. Therefore, it is expected that CI
technology that can be immediately put into practical use for problem solving in the future
can be developed.

In addition, by applying the theory of reinforcement learning, which is rapidly devel-
oping in the field of AI, it is possible to construct a new theory that deals with the process
by which the immune system learns from past infection experiences. It is hoped that this
will lead to the development of a theoretical foundation that understands the immune
system as a biological learning system like the brain and encompasses and predicts its
complex and non-intuitive behavior.
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