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Abstract: Current computer vision models require a significant amount of annotated data to improve
their performance in a particular task. However, obtaining the required annotated data is challenging,
especially in medicine. Hence, data augmentation techniques play a crucial role. In recent years,
generative models have been used to create artificial medical images, which have shown promising
results. This study aimed to use a state-of-the-art generative model, StyleGAN3, to generate realistic
synthetic abdominal magnetic resonance images. These images will be evaluated using quantitative
metrics and qualitative assessments by medical professionals. For this purpose, an abdominal MRI
dataset acquired at Garcia da Horta Hospital in Almada, Portugal, was used. A subset containing
only axial gadolinium-enhanced slices was used to train the model. The obtained Fréchet inception
distance value (12.89) aligned with the state of the art, and a medical expert confirmed the significant
realism and quality of the images. However, specific issues were identified in the generated images,
such as texture variations, visual artefacts and anatomical inconsistencies. Despite these, this work
demonstrated that StyleGAN3 is a viable solution to synthesise realistic medical imaging data,
particularly in abdominal imaging.

Keywords: MRI synthesis; generative adversarial networks; unconditional synthesis; StyleGAN3;
medical imaging synthesis

1. Introduction

Nowadays, deep learning (DL) is one of the most studied tools for medical imaging
analysis. Despite being a complex tool, viewing the DL models as closed black boxes that
receive input and return a prediction is sufficient for most applications, bringing more
efficiency and simplicity to medical imaging analysis. These models have promising results
that even align with radiologists’ results in supervised tasks, like image classification,
where we classify the type of the disease presented in the image; image segmentation, in
which we segment and classify the region of interest (for example, an organ) in an image;
and object detection, in which we detect and classify a relevant structure (e.g., a lesion) in a
medical image [1].

However, the number of practical applications of DL in health facilities is minimal.
Multiple challenges hinder the widespread application of DL in clinical practice. Data
are the fundamental building blocks for developing high-performance DL models [2].
Nevertheless, acquiring and annotating large volumes of data for training models remains
one of the foremost challenges in the medical domain due to its time-consuming nature and
the necessity for domain expertise (unlike natural image labelling). In addition, the nature
of medical data presents an issue due to its heterogeneity and inherent class imbalance [2].
Frequently, having enough patients for some diseases is a great challenge. In addition,
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there can be patients who do not allow their images to be used, or the desired images can
be impossible to obtain. Due to these factors, the medical imaging datasets are usually
small and imbalanced, causing the DL models to overfit and produce inaccurate results [3].

In this study, we aimed to create a realistic synthetic dataset of abdominal magnetic
resonance images and evaluate their quality using a questionnaire designed for a medi-
cal expert.

1.1. Data Augmentation

Data augmentation techniques tackle these data-related challenges without collecting
new data samples. These techniques aim to increase the number of samples and the
diversity of the dataset, and they can be regarded as a form of regularisation because
they increase the model’s capacity to generalise [4]. Following the taxonomy presented in
the systematic review by Garcea et al., the data augmentation techniques can be divided
into two broad categories: transformation of the original data and generation of artificial
data [5]. The first consists of transforming the original data using, for example, affine or
elastic transformations. This approach is the simplest to implement and fastest to compute
and has become a common practice in medical imaging DL works; in some cases, its
effect is not even assessed [4]. It is crucial to note that even though these augmentation
techniques are widely used, they cannot improve the ability of a deep learning model to
generalise beyond the data it was initially trained on. Also, these techniques may lead to
the generation of samples that are highly correlated with each other.

Artificial data generation can create more diverse samples, overcoming the limitations
of transformation-based augmentation. Generative networks are presented as the most
common tool to create synthetic samples. Within these networks are the variational au-
toencoders, generative adversarial networks (GANs) [5], and the more recent diffusion
models [6] and transformers [7]. The GAN is the most studied DL model for creating
synthetic data [4].

1.2. Generative Adversarial Networks

A generative adversarial network (GAN) is a type of DL model that consists of two
networks that are trained in parallel. These two networks are called the generator and the
discriminator. The generator aims to create similar images to those of the training data from
random noise. The discriminator has to distinguish whether a sample is real or generated.
These two networks engage in a symbiotic training process, wherein the generator refines
its output to generate increasingly realistic images, progressively blurring the distinction
between real and synthetic ones. Meanwhile, the discriminator adjusts to the evolving
capabilities of the generator. This training procedure resembles a min–max optimisation
procedure. The discriminator seeks to maximise the discrepancy between real and synthetic
data distributions, while the generator strives to minimise it. The training concludes when
the discriminator cannot distinguish between real and generated images [8]. There are three
common issues related to this training process: convergence, vanishing gradient and mode
collapse. Convergence is a common issue related to any adversarial learning because these
networks often suffer from a lack of a defined convergence state. For instance, the generator
might become overly adept at deceiving the discriminator by producing inaccurate outputs.
A vanishing gradient happens when the discriminator network outperforms the generator,
resulting in near-zero backpropagated gradients, stalling the learning process. Finally, a
mode collapse occurs when the generator only outputs a few modes of the input data
distribution. Mode collapse contributes dearly to the loss of diversity of the synthetic
dataset, and therefore, it will harm subsequent networks trained with that data [9].

Several variants of GAN aim to solve the basic GAN’s main issues, altering, for
example, the objective function or even the structure of the basic GAN but maintaining
its adversarial nature [10]. These variants can be applied to specific tasks in the context of
medical imaging synthesis.
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1.3. Medical Image Synthesis with GANs

According to a review by Yi et al., medical image synthesis can be divided into three
types: unconditional synthesis, cross-modality synthesis and other conditional synthesis.
Unconditional synthesis is the process of creating images from random noise without any
additional input, and it is commonly accomplished using GAN variations, such as deep
convolution GAN (DCGAN), Wasserstein GAN (WGAN), progressive GAN (ProGAN)
and StyleGANs, which are known for their stable training. Creating images of one medical
modality using training data from another modality is called cross-modality synthesis, for
example, generating synthetic CT (computed tomography) images from real MR (magnetic
resonance) images. One of the most common GAN variations used for this type of synthesis
is the CycleGAN. Finally, it is beneficial to incorporate additional types of conditional
information when generating images in atypical circumstances. Conditional generative
adversarial networks (cGANs) allow for applying constraints based on segmentation maps,
text or specific locations [11].

1.4. Evaluation of Synthetic Datasets

Assessing the generated datasets is of utmost importance in determining the value
of the synthetic images created by GANs. There are multiple approaches to evaluate the
generated datasets, which can be broadly categorised into three groups: evaluation using
downstream tasks, quantitative metrics and visual inspection by experts.

Following the generation of synthetic samples, evaluating their impact on the perfor-
mance of another deep learning (DL) model for tasks such as classification, segmentation
or detection is standard practice. These assessments, referred to as downstream tasks,
typically involve two approaches. First, one can exclusively employ the generated dataset
as the training dataset for these models and compare the performance results with models
trained solely on the original dataset. Alternatively, synthetic samples can be added to the
original dataset, allowing for an examination of any potential enhancement in the model’s
overall performance.

In terms of quantitative metrics, it is common to utilise conventional metrics, like the
peak signal-to-noise ratio (PSNR) or structural similarity index measure (SSIM); however,
with the advancements in the field, DL-specific metrics have been presented that are more
appropriate to evaluate synthetic images created with DL models in specific GANs [9].
The most commonly known metric of that category is the Fréchet inception distance
(FID), which measures the distance between the feature representation (obtained from an
inception network) of sampled images and real images [12]. Another metric was presented
by Karras et al. called the kernel inception distance (KID) [13]. This metric only differs from
the FID in how it computes the distance between feature representations; instead of the
Fréchet distance, the KID uses kernel methods. The authors stated that this metric is more
suited to smaller datasets than the FID [13]. The FID metric is the most widely accepted
benchmark for evaluating the performance of state-of-the-art GAN models. However, since
it depends on a DL model pre-trained with the ImageNet dataset, some authors advise
caution when evaluating medical image synthesis with the FID [14]. The KID has the same
issue because it depends on an ImageNet pre-trained model. A study by Skandari et al.
corroborated the idea that the FID is not entirely adequate for the medical imaging field.
The authors endeavoured to validate the medical suitability of GAN-generated images by
independently training a secondary network for semantic segmentation on the generated
images and comparing the outcomes with the original dataset. The findings demonstrated
that although the FID score consistently improves (its value decreases) throughout GAN
training, a lower FID score does not necessarily lead to better performance in image
segmentation tasks, even when the generated images closely resemble real data [9].

1.5. Related Work

The review papers [4,5] provide a thorough analysis and discussion on data augmen-
tation tools, specifically GAN-based augmentation, for medical imaging analysis with deep
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learning. The articles [10,11,15–17] provide comprehensive discourses on the applications
of GANs in the medical imaging analysis field across various stages of maturity. GANs
have been applied to a plethora of imaging modalities and anatomies.

Frid-Adar et al. made the first breakthrough in applying GANs to abdominal images.
In their study, GANs were used to generate liver CT images to enhance data for down-
stream tasks. The study focused on classifying three types of liver lesions and employed
DCGANs to augment the training dataset. The team generated new images using three
DCGANs separately, one per lesion type: cysts, metastases and hemangiomas. The results
indicated that combining the generated images with the real training data improved CNN
performance in the medical image classification [18].

Fetty et al. [12] utilised StyleGAN2 to produce synthetic pelvic MR and CT images.
This study showed that the StyleGAN is a promising model for generating medical MR
and CT images. The researchers also introduced an innovative approach to manipulating
the latent space, which allowed them to define the modality of the image (CT or MR), the
patient’s gender and the position of the slice of the generated image [19].

A study compared traditional image augmentation techniques with GAN-based aug-
mentation techniques on an image classification task. The study used progressive GANs
and StyleGANs’ architectures to synthesise a dataset of 25k melanoma images. The results
showed that StyleGAN2-ADA was the GAN that produced higher-quality images despite
exhibiting some discrepancies, such as a checkerboard pattern covering the lesion and an
image with mixed modes. Combining the StyleGAN2-generated images with the original
dataset improved the balanced accuracy of the CNN model by 2.1% compared with the
same CNN model without any augmentation [20].

In a study conducted by Karras et al. (where StyleGAN2-ADA was presented), a com-
parative analysis of the quality of the generated images was made. StyleGAN2, StyleGAN2-
ADA and other models were utilised to create synthetic images from multiple small datasets,
one of which was the public BreCaHAD dataset, which consisted of only 162 breast cancer
histopathology images. The team computed both the FID and KID for all datasets and
concluded that the KID was more appropriate for small datasets than the FID, including
the medical BreCAHD dataset. However, they acknowledged that further studies in the
medical field need to be conducted to validate this conclusion [13].

Skandarani et al. conducted an empirical study, already mentioned above, to assess
the effectiveness of GANs in medical imaging. They applied different GAN architectures to
three medical datasets and concluded that not all GANs are suitable for medical imaging
applications. While some top-performing GANs, such as style-based GANs, can generate
realistic samples for image synthesis tasks, no GAN could provide the richness of medical
datasets for segmentation tasks. The study revealed that StyleGAN and SPADE GAN are
the best models, while simpler GANs, such as DCGANs and WGANs, performed poorly
with all datasets [9].

Some studies performed visual inspection of the generated images. These evaluations
were focused on the capability to distinguish between a generated sample and a real sample.
Han et al. [21] and Kazuhiro et al. [22] generated brain MR images using a cGAN and a
DCGAN, respectively, and stated that the medical experts could not distinguish between
the generated and real samples. Another study performed the same type of evaluation but
with synthetic CT patches with lung nodules created with a DCGAN. The authors stated
that the synthetic dataset managed to deceive the experts [23]. Korkinof et al. surveyed
experts and non-experts about the high-resolution synthetic mammograms generated
using a ProGAN. The authors reported that most participants could not reliably distinguish
real from synthetic mammograms [24]. Similarly, Levine et al. utilised a ProGAN to
synthesise high-resolution histological images. The medical assessment concluded that the
synthetic dataset was visually undistinguishable from real images and had a comparable
classification accuracy [25]. The work conducted by Chorbani et al. generated skin lesions
with a custom GAN called DermGAN and concluded that the synthetic datasets not only
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exhibited visual similarity to real images but also accurately represented various skin
conditions as perceived by dermatologists [26].

Woodland et al. focused on evaluating synthetic datasets generated by StyleGAN2-
ADA. They utilised four public datasets and a CT liver dataset, assessing quality quantita-
tively with the FID and qualitatively through visual inspection. The results demonstrate
StyleGAN2-ADA’s effectiveness in synthesising high-quality medical images without ex-
tensive hyperparameter tuning [27].

1.6. Goals

This study aimed to create a realistic synthetic dataset of complete abdominal images
capable of achieving good results on a medical evaluation task via a self-made question-
naire. To the best of our knowledge, this is the first work where a medical assessment of
complete synthetic MRI abdominal images was performed. This work is a continuation
of our previous work [28]. In that study, we created a synthetic MRI dataset using a small
public MRI dataset and StyleGAN2-ADA. The current work improved the latter in three
main aspects: (1) Instead of a small public dataset, we used our private dataset acquired
at the Garcia de Orta Hospital in Almada, Portugal, which has more samples and im-
proved quality. (2) Also, instead of using the StyleGAN2-ADA, we used the state-of-the-art
StyleGAN—StyleGAN3. (3) Finally, instead of just assessing the images using quantitative
metrics, we created a visual assessment questionnaire to be answered by a medical expert.

GANs can potentially create synthetic MRI images that are indistinguishable from
real data. While these tools hold promise for various medical applications, concerns exist
regarding their misuse for generating fabricated patient data. Here, we emphasise the
ethical use of GAN-generated MRIs in this work. Our sole focus was just on evaluating the
quality of synthetic images to ensure their suitability for deep learning training purposes.

2. Materials and Methods

Figure 1 presents a flowchart representing this study’s applied methodology. This
section details each step of the flowchart.
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Figure 1. Flowchart: synthetic data generation methodology applied in this study. The process began
with preparing the training data (step 1), followed by the model’s training (step 2). Then, synthetic
data were generated (step 3), and finally, the synthetic dataset was evaluated (step 4).

2.1. Dataset Description and Preparation

The base dataset used in this work was acquired at the Garcia de Orta Hospital in
Almada, Portugal, from 2008 to 2019. Table 1 shows the dataset characterisation. In total,
the dataset had 211 patients with known adrenal pathologies. The most common lesions
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in the dataset were adenomas, followed by metastases. The patients’ median age was 65.
Each patient’s study comprised axial and coronal images, with both gadolinium-enhanced
and non-enhanced scans. A medical expert selected the best MRI study for each patient
based on the image quality, conducting a visual inspection of each study for the analysis.

Table 1. Dataset characterisation.

Attributes Values
Gender (number of people)
Female 104
Male 103

Total (4 undefined) 211
Median age (years) 65

Lesion type (% of total lesions)
Adenoma 82.50
Metastasis 12.80

Pheochromocytoma 2.80
Carcinoma 0.90

Myelolipoma 0.50
Lymphoma 0.50

From the expert-filtered studies, we selected only the gadolinium-enhanced axial slices
to train our generative model because they provided more anatomical and visual details of
the adrenal region. The MR studies were converted from DICOM to PNG images sized at
512 × 512 pixels. Our final dataset had 19,433 slices with and without adrenal lesions.

2.2. Model Selection and Training

As highlighted in the preceding section, our choice for this project was a GAN model.
Drawing from the findings reported by [9], which demonstrate the efficacy of StyleGAN in
medical imaging synthesis, and considering our objective of MR unconditional synthesis,
we opted for the StyleGAN, specifically for the StyleGAN3 [16], which is the latest iteration
of this model. The StyleGAN model, which Nvidia’s researchers first presented in 2018,
is appropriate for unconditional synthesis [29]. This model merged the strengths of Pro-
GANs [30] and neural style transfer [31]. The training process starts with low-resolution
images and progressively adds details to the images while manipulating “style vectors” that
control aspects like the pose, expression and fine textures. This new approach and adding
the AdaIN operation meant a new architecture of the generator network: a style-based
generator [29]. This model has three improved versions: StyleGAN2, StyleGAN2-ADA
and StyleGAN3. Overall, StyleGAN2 improves the training speed of the original net-
work and decreases the appearance of some image artefacts [32]. The StyleGAN2-ADA
proposed an adaptive discriminator augmentation mechanism to enhance the training
with small datasets [13]. Finally, the StyleGAN3, which is the most recent version of the
model, was an improvement in the model generator that is most significant to the video
and animation synthesis [33]. Finally, another aspect that influenced our decision was
the ease of use of this model due to the existence of an official PyTorch implementation
(https://github.com/NVlabs/stylegan3 (accessed on 26 February 2024)). This GitHub
repository offers several CLI (command line interface) tools for preparing the dataset,
training the model, evaluating the results and generating synthetic images.

The model training was conducted on a computer with an Intel Xeon CPU, an Nvidia
GeForce GTX 1080Ti GPU and 32 GB of RAM. We utilised Python 3.8, along with PyTorch
1.9.0 and CUDA toolkit 11.1, for the implementation.

The StyleGAN3 implementation offers guidance for selecting suitable training op-
tions across various scenarios, ranging from high-level to low-level configurations. The
three main configurations include StyleGAN3-T (translation equivariance), StyleGAN3-R
(translation and rotation equivariance) or StyleGAN2.

https://github.com/NVlabs/stylegan3
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2.3. Quality Assessment

The quality assessment of the generated images was done using quantitative metrics
and a questionnaire.

Throughout the training process, the FID metric was computed to monitor the tempo-
ral progression of the process. Then, the best model was evaluated with the KID. Following
the repository’s terminology, the computed metrics were fid50k_full and kid50k_full, which
are part of the recommended quality metrics. These metrics were computed by comparing
50k synthetic samples and the full real dataset.

Recognising the significance of clinical expertise in thoroughly evaluating the authen-
ticity of synthesised images, medical feedback was solicited through a questionnaire. With
the questionnaire, we aimed to gauge how much these images conformed to the natural
standards observed in abdominal MRI exams. The survey included ten sets of four images
displayed in a grid-like fashion. Each set encompassed a blend of real and synthesised
images, and the participant was asked to identify which images were synthetic. Following
the initial phase of identifying synthetic images, participants were prompted to identify
and classify the significance of visual features that led to suspicion regarding the nature of
the images.

3. Results
3.1. Training Monitoring and Quantitative Evaluation

Several training experiments of the StyleGAN3 model on our abdominal MRI dataset
of gadolinium-enhanced axial slices with adrenal lesions were done in order to find the op-
timal values for the network’s hyperparameters. Table 2 presents the optimal values of the
tuned hyperparameters. The gamma value or R1 regularisation weight is a discriminator
network parameter that determines the strength of regularisation for training stabilisation.
Kimgs denotes the number of images (in thousands) shown to the discriminator, defin-
ing the duration of training. The augmentation mode turns the adaptive discriminator
augmentation (ADA) [13] on or off, controlling the generator at each convolutional layer
using adaptive instance normalisation (AdaIN) [29]. The batch size refers to the number of
images used in each iteration during training. Snap configures the frequency at which the
network saves snapshots.

Table 2. Model hyperparameters and their best values.

Hyperparameter Value

Configuration stylegan3-r
Gamma 8.2
Kimgs 2000

Augmentation mode ADA
Number of GPUs 1

Batch size 4
Snap 200

The experiments that yielded the best results were conducted using the default param-
eters of the StyleGAN3-R implementation with three modifications:

• As suggested in [33], the R1 gamma value was tailored to the training dataset’s image
resolution and batch size.

• For smaller datasets with fewer than 30k images, it is advised to keep the adaptive
augmentations (ADA) enabled.

Figure 2 presents the progression of the FID across the network training. This metric
was computed periodically to monitor the training progress and determine the appropriate
timing to stop the training process. Each FID computation required approximately one
hour. The total training time was 6 h, reaching a total of 1000 kimgs. At this point, as
shown in Figure 2, we could confirm that the model had reached a plateau in terms of
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the FID, prompting us to halt the training process and use the last network checkpoint as
our best model. Overall, Figure 2 illustrates a declining trend in the FID scores, consistent
with the anticipated behaviour of this metric, which ideally converges to a value of 0. This
trend towards lower FID scores suggests an enhancement in the quality and fidelity of the
synthetic images.
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After the completion of the training process, we extracted the latest checkpoint of our
model and used it to compute the quality metrics and a synthetic dataset. Table 3 presents
the obtained values of the FID and KID of our best model. These values were compared
with those obtained in other related studies.

Table 3. Evaluation metrics of our best model.

Evaluation Metric Value

FID against the full dataset 12.89
KID against the full dataset 7.06 × 10−3

3.2. Visual Inspection

This section presents examples of synthetic MR images alongside real abdominal
MRI from our training dataset to perform a highly subjective analysis of the quality of
the synthetic images. The aim was to exemplify the realism and diversity of our synthetic
dataset. However, the anatomical complexity and high variability in abdominal MR
hindered this type of analysis. Figure 3 showcases four samples from the real dataset in
the left column and four samples from the generated dataset in the right column. Overall,
the synthetic images demonstrated good intensity contrast and accurately represented
the anatomical structures. However, there was a noticeable difference in texture: the real
images exhibited a typical granular texture, whereas the generated ones lacked this texture,
occasionally resulting in distorted areas.
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3.3. Medical Assessment

The self-made questionnaire was answered by one medical expert. Table 4 sum-
marises the expert’s responses to the questionnaire that assessed the synthetic and real
images. Regarding the overall performance, the radiologist accurately identified 14 out of
36 images. Specifically, only 4 out of 21 images from the synthetic dataset were correctly
identified, whereas a higher accuracy rate was achieved for the real image set, with 10 out
of 15 correctly identified. Notably, 17 synthetic images were identified as real, and five real
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images were identified as synthetic, indicating that the radiologist encountered difficulty
in distinguishing between the real and generated images.

Table 4. Radiologist’s assessment of image origin.

Radiologist Identified as
Synthetic

Radiologist Identified as
Real Total

Synthetic image set 4 17 21
Real image set 5 10 15

Total 9 27 36

In the survey’s concluding questions, the radiologist was asked about the characteris-
tics of the selected images that aroused suspicion of being artificially generated. Table 5
outlines the selected options.

Table 5. Image characteristics that indicate their artificial nature to the medical expert.

Characteristics Degree of Relevance (1–4)

Visual artefacts (irregular edges, distortion areas) 3
Inconsistencies in anatomy 4

Two characteristics were identified: visual artefacts, such as irregular edges and areas
of distortion, rated with a relevance of 3 on a scale of 1–4. The other characteristic was
anatomical inconsistencies, encompassing anatomical features that did not align with
typical human anatomy, which were deemed highly relevant (rating 4).

4. Discussion

In this work, we trained StyleGAN3 with our abdominal MR dataset and then gener-
ated a synthetic dataset. The obtained dataset was evaluated using quantitative metrics,
such as the FID and KID, and qualitatively assessed via a self-made medical questionnaire.

In [17], it is noted that while some researchers suggest 25,000 kimgs for convergence
during network training, achieving convergence is feasible with just 5000 kimgs. In our
study, we achieved FID stability with only 1000 kimgs, likely due to the size and nature of
our dataset.

Our study’s FID and KID values aligned with those of other related works, as demon-
strated in Table 6. For this comparison, we selected works that employed StyleGAN
architectures with medical datasets. It is essential to highlight that lower values of these
metrics indicate a better performance.

Table 6. Comparison of metrics between related works.

Reference Data Type Network KID (×10−3) FID

[9] CT liver StyleGAN - 29.06
[20] Skin lesions StyleGAN2-ADA - 30.79
[19] Brain CT+MR StyleGAN2 - 12.30
[13] Breast histopathology StyleGAN2-ADA 2.88 15.71
[27] CT liver StyleGAN2-ADA - 5.06
[28] Abdominal MRI StyleGAN2-ADA 7.17 18.14

This work Abdominal MRI StyleGAN3 7.06 12.89

The comparison of the qualitative evaluation by medical experts posed challenges due
to variations in evaluation conditions and the diverse nature of data types. Table 7 provides
a quantitative approach to the comparison of medical visual assessments conducted in
various studies. For this, we used two metrics: the percentage of synthetic images classified
by the medical experts as real images and the percentage of images that were correctly
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classified by the medical experts (accuracy). In studies with multiple participants, the table
presents an average of their performances. Overall, the accuracy of the medical experts
was generally low, indicating difficulty in discerning between real and generated images.

Table 7. Comparison of the visual inspection evaluation between related works.

Reference Data Type Network Synthetic as Real
(%)

Accuracy
(%)

[21] Brain MRI DCGAN 12.00 77.00
[22] Brain MRI DCGAN 58.00 42.50
[24] Mammograms ProGAN (custom) - 49.20
[26] Skin lesion DermGAN 30.00 -
[27] CT liver StyleGAN2-ADA 42.00 65.00

This work Abdominal MRI StyleGAN3 80.95 38.89

Throughout the project execution, we encountered difficulties finding appropriate
image evaluation metrics for medical data. Existing metrics, which were initially trained
on natural image data, may not fully capture the variability and richness of medical data.
This challenge was previously noted in other studies, where authors concluded that images
with the best metrics, such as FID, did not consistently enhance the performance of medical
segmentation or classification models [9]. Additionally, our search for metrics beyond the
FID in image synthesis studies yielded very few records related to medical data.

Given the challenge of finding appropriate evaluation metrics, the utilisation of syn-
thetic data in downstream tasks becomes increasingly essential. In this study, we could not
evaluate our synthetic data with a downstream task because we lacked the ground truth
for our training data. In the future, after labelling the training data, it will be important to
analyse the synthesis of adrenal lesions in a classification pipeline and assess their medical
utility through visual inspection by medical experts. Another crucial step to enhance
our current work is to increase the number of participants in the visual inspection of our
synthetic dataset.

5. Conclusions

This work demonstrated that the StyleGAN3 network is a viable solution for gener-
ating realistic medical images without an extensive hyperparameter search, especially in
abdominal imaging. The generated images’ evaluation metrics aligned with those found in
state-of-the-art results. Additionally, the quality of the synthesised images was medically
evaluated. When presented with a set of images containing both real and synthesised ones,
the inquired radiologist found it challenging to distinguish between them, suggesting that
the synthesised images adhered to the realism standards observed in abdominal magnetic
resonance imaging.
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