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Abstract: This paper proposes a metrologically interpretable soft sensing method for
estimating the liquid flow rates in hydraulic systems from non-invasive vibration frequency
power band data. Despite considerable interest in non-invasive flow estimation, state-of-
the-art methods provide little to no metrological capabilities. In this work, a dedicated test
rig was developed to automatically acquire vibration and flow rate data from a centrifugal
pump, in a flow rate range between 0.05 x 10~>m?/s and 9.11 x 10~> m%s. The vibration
data were processed into power bands, which were subsequently used to optimize and
train a multilayer perceptron neural network for flow soft sensing. The trained model was
compared with models with different vibration processing methods from literature. The
power band processing model resulted in a root mean squared error 75.4% smaller than the
second-best model in cross-validation, and 51.5% smaller with test data. The uncertainty of
the proposed regression model was estimated using a combination of ensemble learning
and Monte Carlo simulations, and combined with the reference flow sensor uncertainty to
obtain the total combined uncertainty of the soft sensor, found to be between 3.9 x 106 m3/ s
and 6.1 x 107°m3/s throughout the measured flow range. The reference flow sensor
accuracy was found to be the largest individual contribution for the final uncertainty,
closely followed by the regression model uncertainty.

Keywords: flow rate measurement; measurement uncertainty; soft sensing; vibration

1. Introduction

Flow sensors are devices that are used to measure the amount of liquids, gases, or
vapors moving, per unit of time, through a pipeline in a wide range of applications.
Achieving high accuracy and applicability across diverse scenarios is generally associated
with the use of Coriolis-type flow meters [1] or positive displacement-type flow meters [2].
However, devices based on these technologies typically require intrusive installations with
complex installation requirements, and often cause a narrowing of the pipe section where
they are installed. Typical non-intrusive approaches are more limited than intrusive ones
in several aspects. Although some electromagnetic-based flow meters are also accurate,
they are restricted to applications where the fluid has a suitable conductivity, in addition
to consuming more energy than meters based on other technologies [3]. Ultrasonic flow
sensors, on the other hand, exhibit higher measurement uncertainties, which is a limiting
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factor when flow information is used for critical decision making [4]. Overall, modern
industrial processes increasingly require accurate and real-time measurements, which can
be difficult to achieve from physical sensors due to technical or economic limitations [5].

An approach that has been gaining traction is the indirect flow measurement through
virtual sensing, where it is possible to estimate the desired quantity through other related
variables by leveraging related variables in real time [6]. This approach addresses a
pressing need in various industries and environmental applications to ensure operational
efficiency and reliability on diverse conditions in monitoring, motivated by the limitations
of traditional physical sensors, such as high cost, complex installation, and maintenance
requirements, as well as reduced reliability under extreme conditions. Virtual (or soft or
inferential) sensors generally fall into two main categories: deterministic model-based
virtual sensors and data-driven virtual sensors [7]. In addition to the inherent challenges of
mathematically modeling complex or poorly understood systems, the use of virtual flow
sensors has been driven by advances in data science and artificial intelligence, which can be
used in a complementary manner to enable the development of more complex underlying
models [8].

Compared to physical sensors, virtual sensors have advantages such as real-time
estimation, lower cost, reduced intrusiveness, and ease of maintenance, making them a po-
tentially more flexible solution for different industrial and infrastructure environments [5,9],
thereby increasing their value for industrial problems. In the food industry, for example,
the use of virtual flow sensors enable the monitoring of flow in processes such as beverage,
dairy, and oil production, among others, ensuring efficiency and sanitary safety without
interrupting or contaminating the flow, which often occurs at high temperatures [10]. In the
oil and gas industry, the use of this solution is beneficial in various stages, primarily due
to the reduction in costs and risks associated with the need for regular maintenance and
inspection, common in intrusive sensors, and due to the greater adaptability to extreme
pressure and temperature conditions, where traditional physical sensors might fail or
become less accurate [11]. The high cost of hardware flow sensors and the operational
complexity involved in their installation and maintenance are, by themselves, motivating
the adoption of virtual flow sensors in large systems, such as pumping networks, which
are critical infrastructure components in water services [12].

The increasing adoption of virtual sensing aligns with the broader need for non-
invasive and cost-effective technologies that address the growing demand for efficient and
sustainable monitoring solutions in industrial and environmental sectors. Table 1 lists some
recent publications on the development of virtual sensing strategies in various sectors, such
as the industries mentioned above.

Table 1. Recently proposed virtual flow-sensor models for application in industrial processes.

Year/ . . . . .
Publication Industry(ies) or Sector(s) Application (Estimation of the) Technology(ies)
2023 [13] Chemical, oil anq gas, Void fraction for a two-phase fluid Multilayer perceptron (MLP)
and petrochemical network
2024 [14] Wastewater treatment Flow rates within the system MLP network
2024 [15] Water service Flow rates within the system Long Short-Term Memory (LSTM)
network
2022 [16] Sugar-energy plant Flow of broth out of a decanter MLP network
Chemical, oil and gas, Support vector machine (SVM),
2024 [17] and electric power Wet gas flow rate decision tree, and MLP network
2022 [18] Water service Flow rates within the system MLP network
Chemical, oil and gas,
2023 [19] pharmaceutical, food, Oil and gas two-phase flow rate Nonlinear autoregressive network

mining, and biomedical
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Table 1. Cont.

Year/

Publication Industry(ies) or Sector(s) Application (Estimation of the) Technology(ies)
2022 [20] Oil and gas Production flow of individual wells Phenc?menologlc.a.l n}odels/
ata reconciliation
2022 [21] Aerospace Injector propellants flow rate Recurrent neural network
2022 [22] Smart agriculture Flow rate of drip irrigation emitter kmi:ﬁi:;iﬁ;g:g fl\Lfr%cl:/i(?rYM,
2020 [23] Air conditioning Water pump flow rate Parameter model
2023 [24] Hydpraulic systems Electro-hydraulic valve flow rate LSTM network
2023 [25] Nuclear power plant Volume flow rate of H4 condition Mathematical model
2024 [26] Pharmaceutical, oil gnd Gas-liquid two-phase flow rate Transformer neural network
gas, and petrochemical
Convolutional neural network,
2023 [27] Water service Flow rates within the system support vector regression (SVR),
and linear regression
2024 [28] Public safety Flow rates within the system Convolutional neural network

Measurement uncertainty is a critical factor in sensor selection, yet recent works in the
field of virtual flow sensors often overlook the metrological considerations necessary to
validate their proposed models. Among the studies listed in Table 1, only [15] provides
a focused discussion on the metrological aspects of its solution. Generally, the datasets
used in this kind of research suffer from imprecision and errors stemming from various
sources, including inaccuracies in the measurements collected from physical systems. For
machine learning-based data-driven models, the performance of virtual sensors is heavily
influenced by the quality and reliability of the datasets used during the training stage [5].
As a result, soft-sensor estimates must account for uncertainties arising not only from data
inaccuracies and incompleteness, but also from the optimization processes inherent to the
models themselves.

Although there are few specific techniques for assessing the uncertainty of soft sensors
for flow measurement, the literature presents some methods to quantify the uncertainty of
inferences made by artificial neural network (ANN) models, such as Bayesian methods and
ensemble methods [29]. In traditional deterministic networks, such as MLPs, predictions
are made based on a single forward pass, which inherently lacks a mechanism for capturing
uncertainty in the model or its predictions. Although classical methods could, in theory,
be applied to shallow networks with simpler, more streamlined architectures and differen-
tiable functions—albeit with considerable effort—these approaches become increasingly
unfeasible as network depth and complexity grow. Ensemble methods offer significant
advantages in this context. Training multiple models with the same architecture but using
different initializations or data subsets makes it possible to produce a distribution of predic-
tions, which allows for the quantification of model uncertainty [30]. Furthermore, the use
of Monte Carlo simulations (MCSs) allows for the evaluation of predictions over multiple
variations of input data, providing a comprehensive uncertainty estimation that captures
both model-related and data-driven uncertainties [31]. By considering the propagation of
the uncertainty from the input variables through the network, the state-of-the-art method
proposed in [31] ensures that the soft-sensor performance can be assessed not only by its
accuracy but also by confidence in its predictions, which is critical in industrial applications
where decisions based on these predictions can have substantial impacts.

This work aims to evaluate the use of frequency spectrum information from vibration
data in a hydraulic system to estimate liquid flow rates within the system, while also
providing a metrological analysis of the proposed soft sensor. A test rig was adapted
for automated testing to acquire vibration data from the centrifugal pump and flow data
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from the pipeline. The vibration data were processed into the frequency domain and
grouped into frequency bands, which served as inputs for training a regression model to
predict flow data. MLP regressors, which have shown effectiveness in recent flow-sensing
applications [13,14], were selected for this analysis.

The soft sensor was evaluated through cross-validation and testing on previously
unused data to ensure reliability. Additionally, a comprehensive uncertainty analysis was
performed using a recently published method [31], which combines bootstrap techniques
with MCSs during both the training and inference stages of a set of MLP regressors.
This approach incorporates uncertainty components from the experimental setup and
metrological considerations to produce a total combined uncertainty estimate, addressing
the gap in metrological analysis identified in prior studies.

The remainder of this document is organized as follows. Section 2 outlines the materi-
als and methods used in this work, such as the test rig used, the processing of vibration
signals in the frequency domain, and the uncertainty modeling for vibration data. Section 3
discusses the uncertainty components for the given instrumentation, as well as the con-
siderations for each contribution. Section 4 provides the results of the model evaluation,
comparing the predictions made with the actual flow values measured with a commercial
off-the-shelf transducer. Finally, Section 5 presents the final considerations of the work.

2. Materials and Methods

This section describes the vibration-based flow soft-sensor model, including the uncer-
tainty assessment, as presented schematically in Figure 1. The main outputs of the method

are highlighted in yellow.
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Figure 1. A diagram of the proposed method.
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The process begins by emulating an industrial vibration and flow scenario using a
custom test rig, as described in Section 2.1. This setup enables the acquisition of the labeled
vibration and flow data needed for model training, which are divided into training and
test datasets. Using the training dataset, a grid search is performed in order to find the
most suitable combination of power-band processing parameters, a process described in
Section 2.2. In this grid search, a new processed dataset is generated for each combination
of processing parameters, which is then used to optimize hyperparameters for an MLP.
Based on the cross-validation performance of each optimized MLP, the best trained model
is selected for the flow soft sensor.

Once the best trained model, processing parameters, and MLP architecture are chosen,
the model is tested using the experimental test dataset. The test performance is then used
to evaluate the inference capabilities of the soft sensor.

In order to estimate the inference uncertainty of the model, an ensemble of MLPs is
trained and employed for MCSs, considering the uncertainty of the experimental vibration
measurements which are evaluated in Section 3.1. Using the approach established in [31],
briefly discussed in Section 2.4, an estimate for the inference distribution and uncertainty
can be obtained. This estimate, when combined with the uncertainties related to the experi-
mental flow measurement evaluated in Section 3.2, provides the combined uncertainty of
the soft-sensor model.

2.1. Experimental Setup

For experiments and data acquisition, a modified Armfield PCT 15 rig was used,
equipped with flow and water-level control loops. This setup is designed to emulate closed-
loop flow applications and operates with flow-rate values below 10 x 1075 m?%/s, a range
compatible with the areas of water service [18], smart agriculture [22], air conditioning [23],
and some applications in the pharmaceutical, oil and gas, and petrochemical industries [26].
The piping and instrumentation diagram (P&ID) of the modified rig is presented in Figure 2.

Y
@ @ Flow transducer

@ Vibration transducer

A
Y

A

Figure 2. The P&ID of the experimental test rig. The flow transducer (FT) measures the real-time
flow rate for further model training, while the vibration transducer (VT) captures pump vibration
data to serve as input.
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The lower reservoir of the rig is used for water storage, which is suctioned and ex-
pelled by a centrifugal pump, model CAM W-4 1/4hp from Dancor, found in agricultural,
industrial, urban infrastructure and residential applications. At the pump outlet, a ro-
tameter is located to visually monitor the flow in the pipeline. Following the rotameter, a
motorized valve with position control is installed, followed by a YS-201 flow transducer
(indicated as FT in Figure 2), which is used to perform the actual flow measurements that
define the desired reference in the development of the flow soft sensor. The flow transducer
was chosen on the basis of the desired measurement range and compatibility with the test
rig piping. The water is then discharged into the upper reservoir, where it can be used in
a level control loop. The water returns to the lower reservoir through the existing pipes,
either via manual valves or solenoid valves.

A single-phase frequency inverter model, Invertek Optidrive E3, was used to vary
the operating frequency of the electric motor in the pump, thus enabling more operating
conditions to be evaluated. For pump vibration measurement, a PCB M352C65 accelerome-
ter (indicated as VT in Figure 2) was installed, with signal acquisition performed through
an NI-9234 board. The accelerometer model was chosen due to its high sensitivity and
accuracy, and its compatibility with the signal acquisition board, which is specifically
designed for sound and vibration measurements. The test rig control and data acquisition
were performed using an NI myDAQ board, with software developed by the authors in
LabVIEW™,

Thirty different openings of the motorized valve, equally spaced between the occlu-
sions 10% and 90%, were tested as a data acquisition strategy. The tests were carried out
with pump motor operating frequencies between 20 Hz and 60 Hz, in intervals of 1 Hz.
Five vibration and flow signal acquisitions were performed for each combination of valve
opening and pump motor frequency. The vibration data for the analysis were acquired
over 2 s, with a sampling rate of 25.6 kHz.

Figure 3 presents the average flow obtained for each evaluated condition. With low
valve opening (under 20%), the inverter frequency had little impact on the system flow.
For all other conditions, both input variables were found to have a significant effect on the
measured flow. Along with the vibration time series, these measurements were later used
for training the supervised models for flow soft sensing and for uncertainty estimation,
which are described further in Section 4. From this dataset, 205 combinations from the mid-
flow range were chosen for the test dataset, ranging from 1.3 x 107> m%/s to 6.5 x 107> m?%/s.

90

80

Valve opening [%]
o
o

Average flow [m?/s]

20

10 1

T T T T T T T T T 0
20 25 30 35 40 45 50 55 60

Inverter frequency [Hz]

Figure 3. The average flow for the evaluated experimental conditions.
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2.2. Vibration Signal Processing

The acquired data in the time domain were transformed into the frequency domain
using the fast Fourier transform (FFT). This tool is suitable, under the assumption that
the frequency components do not vary within the observation window, which lasts 2 s in
this case. Taking into account the acquired vibration signal with the settings detailed in
Section 2.1, the transformed signal has 25,600 points for positive frequencies. To reduce the
number of inputs for the evaluated regression models, the amplitudes of adjacent frequency
components were grouped into frequency bands. Different band filters were evaluated,
which, in addition to condensing spectral information into fewer input parameters for the
regression models, help to mitigate the impact of measurement noise for a specific filter
configuration, as shown in Figure 4.
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Figure 4. Vibration data processing: (a) vibration signal in the time domain; (b) amplitude spectrum
of the vibration signal FFT; (c) frequency bands from the FFT, calculated with a width of 100Hz and a
5% overlap.

2.3. Vibration Signal Uncertainty Modeling

Let x(t) represent the true acceleration signal measured by the accelerometer in the
time domain. This signal is a function of the vibrations experienced by the system. In the
presence of uncertainties, the observed signal £(t) is modeled as:

£(t) = x(t) +e(t), e(t) ~ N(0,0), M

where €(t) represents the accumulated uncertainty, with uncertainty components that
affect the amplitude, phase, or other characteristics of the signal, and N (0, ¢) is a normal
distribution with mean zero and standard deviation ¢. The overall effect is that each
component introduces a perturbation to the measured signal, which in turn affects the
signal when transformed into the frequency domain via the FFT. Let X(f) represent the
true frequency-domain representation of the acceleration signal, obtained by applying
the FFT to x(t). The observed signal in the frequency domain, X(f), is affected by the
uncertainties present in the signal in the time domain £(#). Since the Fourier transform is a
linear operator, applying the FFT to £(t), the observed signal in the frequency domain is
given by [32]:

X(f) = X(f) + F{e(t)}, @)
where F{e(t)} represents the Fourier transform of uncertainty e(f), which affects the signal
in the frequency domain. The total uncertainty in the frequency domain can be decomposed
into two components: an amplitude perturbation and a phase perturbation.
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2.4. Estimation of Regression Model Uncertainty

To assess inference uncertainty, this study employs an ensemble-based method com-
bined with MCSs. This approach, proposed in [31], uses two different ensembles of ANNSs.
The first ensemble generates the primary inference without incorporating input uncertain-
ties, while the second ensemble estimates uncertainty by incorporating simulated input
variability during training and during Monte Carlo evaluation. This dual setup prevents the
inferred quantity from regressing toward the mean when uncertainties increase, ensuring
accurate predictions under varying conditions.

The method includes MCSs and bootstrapping to account for random and systematic
uncertainties in the input data. During training, MCS introduces variability by sampling
from the known distribution of measurement uncertainties. Each MCS trial is paired with a
bootstrap sample, creating unique training sets for each ANN in the uncertainty ensemble.
This approach ensures that the propagated uncertainties accurately represent both the
randomness and systematic biases in the input data, in addition to considering errors due
to the incompleteness of the training set and to the process of optimization of the ANNS.

In the proposed method, the ANN ensemb]e is trained to model the target output,
which is assumed in the training process to be a perfect representation of the actual flow
rate. Thus, the standard deviation of the MCSs using the uncertainty ANN ensemble,
ug, represents only the dispersion due to limitations of the training process, such as
incompleteness of data coverage, optimization processes, and uncertainties in the input
variables. As the target variable is, in fact, measured using a transducer which has its own
accuracy with a given uncertainty distribution, it is not reasonable to assume just up as
the standard uncertainty of the proposed soft sensor. As happens in a calibration process,
which considers the accuracy of the standard transducer as a component in the uncertainty
assessment of the calibrated instrument, the accuracy of the instrument used to measure
the target variable, u)y, is considered a component in the uncertainty assessment of the
soft sensor. Since both components are statistically independent, the combined standard
uncertainty of the soft sensor, 1., can be calculated as [33]:

U = V”ix{ + u%. 3)

In order to reduce the training time required for implementing the soft sensor, the method
presented in this paper substitutes the inference ensemble with an MLP. Despite that, the
ensemble trained with bootstrapped uncertainty data and the MCSs are still employed, so
matters of data inaccuracy and incompleteness as well as the optimization process during MLP
training are also taken into account for the uncertainty estimation for the inference method.

3. Uncertainty Contributions

This section presents an assessment of the uncertainty in the vibration and flow
measurements that were used as input for training and evaluating the flow soft sensor
proposed in this work. Section 3.1 presents the uncertainty components related to vibration,
while Section 3.2 presents the components related to flow measurement.

3.1. Vibration Measurement Uncertainty

In this section, the various sources of uncertainty that affect the vibration measure-
ments of the accelerometer used in this study are presented. These uncertainties propagate
through both the time-domain signal and its frequency-domain representation, influencing
the accuracy of the derived flow estimates. For the accelerometer-based vibration measure-
ment method, the uncertainty components have been extracted from the datasheet [34],
and are presented in Table 2.
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Table 2. Accelerometer uncertainty components from [34].

Symbol Component Uncertainty
Ox 1 Sensitivity deviation +10%
Ox2 Nonlinearity <1%
Ox3 Transverse sensitivity <5%
Ox4 Temperature sensitivity deviation 1%
Oxj5 Broadband resolution 0.0015 m/s?
Ox6 Base strain sensitivity <0.05 (m/s?) /e
v Frequency response +5% between 0.5 and 10,000 Hz
x7 quency resp +10% between 0.3 and 12,000 Hz
+3 dB between 0.2 and 20,000 Hz
Ox8 Phase response +5°
) 588 (um/s2)/v/Hz at 1 Hz
Ox9 Spectral noise 157 (um/s?)/v/Hz at 10 Hz

49 (um/s?)/+/Hz at 100 Hz
14.7 (um/s?)/+/Hz at 1000 Hz

Despite presenting all the uncertainty components in Table 2, some considerations
were taken:

*  The measurements for training and using the proposed soft sensor were taken using
the same accelerometer. Thus, every vibration acquisition is subject to the same
sensitivity, so oy, and oy 7 are negligible in this context;

e The accelerometer was not moved in between measurements. Also, the dataset was
constructed using the same setup. For this reason, 0 3 is considered to be negligible;

*  The accelerometer was coupled using a magnetic base, so no considerable strain was
expected for the measurement. Also, the measurements were subjected to the same
strain, thus o, ¢ was considered negligible;

*  Since the power-band processing method does not require phase information, oy g was
also not considered.

Excluding the above-mentioned contributions, the remaining components were con-
sidered for the uncertainty calculation. Thus, the mathematical interpretation is presented
as follows.

The accelerometer is specified to have a nonlinearity of less than 1%. According to
the manufacturer, the nonlinearity is taken using the zero-based, least-squares straight line
method. The uncertainty due to nonlinearity, oy 2(#), is given in function of the sensor’s full
scale range F;, and can be modeled as:

0y = 0.01F,, 4)

affecting the measured acceleration, particularly for large-amplitude signals.

The temperature coefficient of sensitivity means that the sensitivity of the sensor varies
with temperature fluctuations. The uncertainty due to temperature deviation, oy 4(t), can
be modeled as:

oxa(t) = aATx(t), )

where « is the temperature coefficient and AT is the expected temperature deviation.

The root mean squared (RMS) value of the broadband resolution of the accelerometer
is specified as 0.0015mV/(m/s?) for the frequency range of 1 Hz to 10 kHz. This represents
the noise floor of the sensor, below which signals may not be distinguishable from noise.
The uncertainty due to the broadband resolution, o, 5, can be modeled as a rectangular
distribution, and so:
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00015
x,5 2\/§ 7

which adds a random perturbation to the time-domain signal, which is reflected in the

(6)

frequency domain as well.

The spectral noise data provide a measure of the sensor noise at different frequencies,
as presented in Table 2. The uncertainty of spectral noise, 0y 9(f), can be modeled as a
power law function of frequency f based on these values:

Ux,9(f) = pfk/ 7)
where p and k are adjustable parameters, with the values presented in Table 3.

Table 3. Uncertainty components for different frequency ranges.

Range [Hz] p k
1to 10 588.00 —0.5735
10 to 100 503.04 —0.5057
>100 544.44 —0.5229

This model captures the noise behavior over the entire frequency range. The spectral
noise contribution adds uncertainty to the measured acceleration signal, particularly at
lower frequencies, where noise levels are higher. The total noise contribution in a specific
frequency band [f1, f2] can be calculated as:

f 172
0Ux,9 total (fl/ fZ) = (L Ox,9 (f)2 df) . (8)

1

Aside from the aforementioned accelerometer uncertainty components, there are
also uncertainty components due to signal acquisition hardware. These were taken from
the datasheet provided by the manufacturer [35], considering that the equipment was
calibrated, that the measurements were taken with the range of +5.1V, and that the readings
were performed in the typical temperature range (20 °C to 30 °C), and are presented in
Table 4. Since accelerometer data acquisition is performed using alternating coupling mode,
there is no offset component, and therefore, offset uncertainties were not considered.

Table 4. Acquisition uncertainty components from [35].

Symbol Component Uncertainty
O Reading accuracy 0.05%
On2 Temperature gain drift 16 ppm/°C
O3 Analog converter resolution 24 bits
Oha Master timebase accuracy +50 ppm maximum

Given that the mean sensitivity of the accelerometer is 10.2 mV/(m/s?) [34], the analog
acquisition in volts, v(t), and the measured acceleration in meter per second squared, x(f),
are proportional according to the following relation:

o(t) = 10.2 x 10~ 3x(¢). )
As such, the accuracy of the acquisition can be defined in terms of acceleration as:

o1 (t) = 0.00050(t) = 5.1 x 10 6x(t), (10)
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and the uncertainty due to the temperature gain drift, 0j, »(), can be modeled as:
0o (t) =50 x 1076ATo(t) = 5.1 x 1077 ATx(t). (11)

Also, since the range of the acquisition hardware is £5.1V, the analog-to-digital
converter resolution, Uh,g(t), can be expressed in terms of acceleration as:
on3(t) = %102 x 1073 ~ 6.2 x 1077 m/s?. (12)
Finally, since the typical frequency of the internal master timebase of the device is
13.1072 MHz, the accuracy of the sampling period is approximately +3.8 ps. Since the
accelerometer readings were taken with a sampling frequency of 25.6 kHz (a sampling
period of approximately 0.4 s), the sampling deviation of the device and, consequently, the
uncertainty due to the accuracy of the master timebase, 0, 4(t), can be considered negligible.
When comparing the aforementioned uncertainties related to the acquisition hardware
and the uncertainties related to the accelerometer, it is possible to conclude that the former
are at least four orders of magnitude smaller than the latter. In this case, when considering
the input uncertainty components, the uncertainty of the readings due to the acquisition
hardware can be considered negligible.

3.2. Flow Measurement Uncertainty

This section presents an assessment of the uncertainties related to the measurement of
the liquid flow used in this study. The uncertainty components considered are presented in
Table 5.

Table 5. Uncertainty components from flow measurement.

Symbol Component
T Frequency estimation method uncertainty
Tfp Sensor accuracy

The commercial flow transducer used in the experimental setup described in Section 2.1
provides a pulse output with frequency proportional to the measured flow, with a nominal
sensitivity of 7.5 Hz/(L/min) [36]. When dealing with sensors with this characteristic, there
are mainly two methods for obtaining the value of the sensor input: the frequency method,
which estimates the measurand based on the number of output pulses in a given time
window; and the period method, which estimates the measurand based on the period
between subsequent output pulses [37].

The uncertainty component associated with the resolution of the frequency estimation
method, which was used in this study, varies according to the duration of the measuring
window and the number of pulses read during the time window. This component can be

defined as [37]:
1

FwNp’

of1 = (13)
where Nj, is the number of pulses per unit of measurement (9 x 10° pulses/ (m>/s) for the
YS-F201 sensor), and t,y is the duration of the window, which was set as 2 s in this setup.
Finally, in the datasheet provided by the manufacturer, the accuracy of the flow sensor
is given as +3% [36]. Considering a rectangular distribution with mean f(t) for the flow
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measurement, the uncertainty component associated with the sensor accuracy can then be
defined based on the full scale range Fy of the sensor as:

0.03F;

2= TR (14)

4. Results

Following the method described in Section 2, the experimental data obtained in the
setup described in Section 2.1 were used to evaluate the proposed flow soft-sensing method
based on vibration power bands. The results of the processing parameter tuning process
are described in Section 4.1, along with a comparison of the proposed method against other
vibration processing methods for flow soft sensing from the literature. Section 4.2 then
presents an estimate for the combined uncertainty for the proposed soft-sensing method,
including the individual uncertainty contributions described in Section 3 as well as the
estimated uncertainty for the regression model.

4.1. Grid Search and Hyperparameter Optimization

The search space for the grid search of the power-band parameters is presented in
Table 6. In order to find an optimal architecture for the MLPs, a Bayesian optimization
process was run for each combination of power-band overlap and band width. The
optimization space is presented in Table 7. Once the optimization process was completed,
each model was cross-validated using k folds with k = 5. The cross-validation error was
then considered as a performance metric to find the best combination of parameters among
those in the search space.

Table 6. Search space for the power-band processing parameters.

Parameter Search Space
Band width [Hz] {25,50,100,200,. . .,6400}
Band overlap [%] {0,5,10,15,...,50}

Table 7. Optimization space for the hyperparameters of the MLP.

Hyperparameter Optimization Space
Number of hidden layers {1,2,3,4,5}
Neurons per hidden layer {1,2,3,...,500}
Activation function for hidden layers {linear, sigmoid, tanh, ReLu}
Regularization factor (0,10°]

Figure 5 presents the root mean squared error (RMSE) of the cross-validation of the
best models for each combination of processing parameters. The best result (RMSE of
0.182 x 1072 m3/ s) was obtained with a power-band width of 50 Hz and no overlap. Then,
this combination of parameters was chosen to process the data in the flow soft sensor.

The performance of the soft sensor with power-band processing was compared with
models trained using different processing methods described in the literature, i.e., the RMS
value of vibration [38], the frequency and amplitude of the first harmonic [39,40], and
the low-frequency components of the vibration FFT [41]. In addition to these processing
methods, a model was also trained using the full FFT spectrum of the vibration. The
same MLP hyperparameter optimization process used for the power-band model was
used to evaluate the other processing methods. The results of all methods are presented in
Table 8, with the best results highlighted. For easier visual comparison, the same results are
graphically presented in Figure 6.
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Figure 5. Cross-validation errors for different power-band processing parameters.
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Table 8. Performance comparison between prediction models with different vibration processing

methods.
Processing Method Cross-Validation RMSE [m?/s] Test RMSE [m?/s]
RMS [38] 2.066 x 107° 1.443 x 1075
Fundamental amplitude [39] 2.184 x 10> 1.278 x 10~
Fundamental amplitude 1.890 x 103 0.994 x 10~5
and frequency [40]
RMS and fundamental 1.974 x 10—5 1.128 x 10—5
amplitude and frequency
FFT (Full spectrum) 0.738 x 10~ 0.802 x 105
FFT (under 100 Hz) [41] 1.636 x 10~> 1.419 x 10~°
Power band 0.182 x 105 0.389 x 10~°
x10°
= RMS EEE FFT
W Fundamental amp. BN Low frequencies (<100 Hz)
B Fund. amp. and freq. [ Bandpower
B RMS and fund. amp. and freq.

RMSE [m3/s]

Cross-validation Test

Preprocessing method

Figure 6. Comparison of vibration processing methods for flow estimation using MLP.

The two processing methods with the smaller errors were the power-band and the full
FFT spectrum methods, both in cross-validation and in test, but the power band resulted in
a significantly smaller error than the full FFT (75.4% smaller in cross-validation and 51.5% in
the test dataset). Compared with the processing methods with the largest error, which were
the fundamental amplitude for cross-validation and the RMS for testing, the power band
resulted in an error 91.7% and 73.0% smaller for cross-validation and testing, respectively.
It should also be noted that the training and optimization time of the MLP when the input
was the full FFT spectrum was significantly larger than all other methods due to the larger
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number of input nodes in the input layer, and might be impractical for datasets with large
frequency resolution (high sampling frequency and long sampling window).

Once the estimation capability of the model with the power-band processing method
was validated, the uncertainty of the model was estimated using the ensemble and Monte
Carlo method proposed in [31]. This evaluation of the uncertainty is presented in Section 4.2.

4.2. Uncertainty Evaluation

The uncertainty of the inference was estimated using an ensemble of 10°> models and
103 MCSs per model, resulting in 10° MCSs per prediction. The uncertainty components of
the vibration described in Section 3.1 were considered in both ensemble training and MCSs,
as discussed in Section 2.4.

Figure 7a presents the predictions from the proposed soft sensor. It can be seen that
the ideal prediction line falls close to the ideal prediction line, especially when close to the
middle of the evaluated flow range. Figure 7b presents violin and box plots for a sample of
10 predicted values, with the space between the upper and lower whiskers representing
the 95% confidence interval. These plots show that the distribution of the predicted flow
for each case resembles a Gaussian distribution, with a larger standard deviation when
estimating larger flow values.

Figure 7c presents the individual uncertainty contributions of the soft-sensor model,
as well as the combined uncertainty. The uncertainty due to the accuracy of the flow sensor
was the largest contributor to the combined uncertainty of the system, at 6.93 x 10~° m%¥s.
The uncertainty of the regression model, taken as the standard deviation of the MCSs
in the uncertainty inference ensemble, was found to be between 1.74 x 107°m?%/s and
495 x 10~° m3/ s, and was significantly larger for some larger flow conditions. In general,
the combined uncertainty for the soft-sensor model was found to be slightly smaller for low
flow values than for larger ones, staying between 7.16 x 107¢m3/s and 8.53 x 10~®m?/s
throughout the measured flow range.
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Figure 7. The uncertainty estimation for the trained model: (a) soft-sensor predictions; (b) the
predicted distribution of 10 samples; (c) the individual and combined uncertainties of the proposed
soft-sensing method.
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5. Conclusions

This paper presents a study on the use of virtual sensing techniques with machine
learning tools to estimate fluid flow rate based on vibration data acquired on the surface
of a centrifugal pump. The dataset was acquired using a test rig adapted for the problem.
For acquisition under different operating conditions, the opening of the flow control valve
and the pump operating frequency were varied. With the system in the testing condition,
simultaneous measurements of vibration and flow rate were made.

To extract frequency-domain features for the regression models, the acquired vibration
time series were processed using band filters with different widths and overlaps. The
amplitude values of the frequency bands were used as input for different regression models
and evaluated in a grid search for each regression technique. The proposed method was
evaluated using MLPs with hyperparameters optimized through Bayesian optimization
for each preprocessing condition in the grid search, using the RMSE obtained in cross-
validation as the optimization metric.

The RNA models were used for regression on a test set composed of experimental
measurements at a valve opening different from those used in training and validation. The
model with the lowest RMSE in cross-validation was compared with other frequency-based
processing methods from the literature and was found to reduce the RMSE by 75.4% in
cross-validation and 51.5% in tests compared to the second-best processing method evaluated.

Using an ensemble trained with uncertainty data and bootstrapping, MCSs were per-
formed on the test dataset to evaluate the uncertainty of the regression model. The uncertainty
due to the reference sensor accuracy was found to be the largest contributor to the combined
uncertainty of the soft sensor in general. The regression model uncertainty was found to be be-
tween 1.74 x 10® m%/s and 4.95 x 10~ m%/s, and was more significant for larger flow values.
In general, the combined uncertainty of the model was found to be between 7.16 x 10~® m%/s
and 8.53 x 107® m%s. While the flow rate range in this study is relatively low compared to
some applications listed in Table 1, the methodology demonstrates adaptability and could
be extended to higher flow rate systems or other domains, such as industrial processes or
environmental monitoring, by accounting for system-specific variations and requirements.

Future work will consider processing data in octave bands, typically used to assess the
vibration spectrum of rotating machinery to obtain information about its rotational speed,
and the addition of the other non-invasive measurements to the model, such as the electric
power of the centrifugal pump and the pressure in the system. Another line of future
research involves the exploration of unsupervised or semi-supervised learning models. For
instance, clustering methods or autoencoders could be employed to identify patterns in
the vibration and flow data, while semi-supervised frameworks could incorporate limited
labeled data for fine-tuning. These approaches could mitigate the dependency on large
labeled datasets, since data labeling is often time-consuming or costly, enabling broader
applicability of the developed methods in industrial and research contexts.
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