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Abstract

:

Cyclones are employed in many waste treatment industries for the dust collection or abatement purposes. The prediction of the dust collection efficiency is crucial for the design and optimization of the cyclone. However, this is a difficult task because of the complex physical phenomena that influence the removal of particles. Aim of the paper is to present two new meta-models for the prediction of the collection efficiency curve of cyclone separators. A Backpropagation Neural Network (BPNN) and Support Vector Regression (SVR) models were developed using Python environment. These were trained with a set of experimental data taken from the literature. The prediction capabilities of the models were first assessed by comparing the estimated collection efficiency for several cyclones against the corresponding experimental data. Second, by comparing the collection efficiency curves predicted by the models and those obtained from classic models available in the literature for the cyclones included in the validation dataset. The BPNN demonstrated better predictive capability than the SVR, with an overall mean squared error of 0.007 compared to 0.015, respectively. Most important, a 40% to 90% accuracy improvement of the literature models predictions was achieved.
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1. Introduction


Cyclone separators are widely used for the control of dust-laden air in different industrial sectors [1,2]. In metal scrap recycling process they are employed for the collection of the dust coming from the shredding process of the metallic waste. Frolov et al. [3] employed two cyclone separators for the exhaust gas cleaning system in the recycling process of printed circuit boards. Cyclones are known for their simple geometry, low maintenance requirements and ability to operate under extreme conditions of high pressure and temperature. The collection mechanism is based on the centrifugal forces generated by the swirling flow of the gas within the cyclone body [4,5]. The heavier and coarser particles, which have a greater inertia than the smaller and lighter ones, are transported downstream and therefore collected at the bottom of the machine. The cyclone performance is mainly determined by the gas pressure drop and the overall collection efficiency (    η   c    ). The latter is defined as the amount of dust that is separated by the cyclone compared to that which entered the machine. Accordingly, the particle collection efficiency   η     D   p       is the mass fraction of separated particles with dimension     D   p    . The overall collection efficiency is used as an indicator of cyclone performance for the most of industrial applications. Another commonly used performance parameter is the cut-off diameter (    D   50    ), which is the diameter of the particle that is separated with a 50% efficiency. Although these two parameters are largely utilized, the collection capability of cyclone separators is best described by the collection efficiency curve, which defines the collection efficiency for each size interval of the treated particles [6,7]. The collection efficiency curve is essential for the description of the cyclone behaviour, especially when the processed particles have a size distribution, which happens in most of the industrial applications. The collection efficiency depends on some parameters that can be rather easily measured, such as geometrical dimensions of the cyclone or the physical properties of the particles carried by the gas. On the other hand, other influencing phenomena, such as the particle-wall and particle-particle interactions, are difficult to be characterized and make the prediction of the dust collection efficiency a complex task. In this context, a model that accurately predicts the collection efficiency curve on the basis of the cyclone geometry and process parameters is crucial for the optimal design of the machine. The scientific literature reports several semi-empirical models for the prediction of the particles collection efficiency of cyclone separators. Two classic semi-empirical approaches, namely the static particle approach and the timed flight approach [7], rely both on physics correlations and empirical data. Examples of the static particle approach are presented by Stairmand [8], Barth [9], Iozia et al. [10], while examples of the timed flight approach are reported by Lapple [11], Leith & Licht [12], Clift et al. [13]. Other authors developed models using an hybrid approach lying in between the two (Dietz [14], Mothes et al. [15], Li & Wang [16]). The previously mentioned models, while offering a practical approach to predict the cyclone collection efficiency, have demonstrated to be limited. In their study, Mumcu et al. [17] examined the capability of semi-empirical models in predicting the cut-off diameter of several experimental cyclones. The accuracy of the predictions varied significantly depending on the geometrical and process parameters of the examined cyclones, revealing a mean error between the 2% and 50%. Also, statistical models exploiting multi-linear regression were suggested by many authors. Examples are provided by Zhao [18], Iozia et al. [19] who predicted the collection efficiency curve with a mean error lower than that of the classic semi-empirical methods (2–20%). At present, CFD simulations are recognized as the most powerful tool for the prediction of the cyclones’ collection efficiency. Several studies from the literature [20,21,22,23] compared the collection efficiencies derived from simulated cyclones with the corresponding experimental data, proving a mean error between the 1% and 4%. Despite the significant predictive capabilities of CFD models for cyclone performance, it is important to note that their development is encumbered by complexity. Furthermore, achieving reliable results necessitates a high computational cost.



Recently, machine learning (ML) methods have gained significant interest in practical engineering [24]. Many researchers have exploited different types of artificial neural networks (ANN) to support the design of cyclone separators. In this research field, three types of ANNs are reported: (i) Physics-Informed Neural Networks (PINN), which use physical laws to guide their learning process, (ii) Backpropagation Neural Networks (BPNN), that learn by adjusting their parameters based on the error in their predictions, (iii) Radial Basis Function Neural Networks (RBFNN), which employ specific functions to approximate any given input function or data [25]. Several studies utilized ANNs to predict the flow field and pressure drop of cyclone separators. Queiroz et al. [26] proposed a model based on PINN for the prediction of the velocity and pressure fields of a cyclone separator with different operating conditions. Elsayed et al. [27], Zhao et al. [28] developed a RBFNN that derives the pressure drop of cyclone separator on the basis of the geometrical sizes and process parameters. Other contributions employed ANNs to investigate the impact of the cyclone geometrical dimensions and process parameters on the collection efficiency. Brar et al. [29] suggested the use of a RBFNN model as a cyclone surrogate to study the effect of process parameters (cyclone inlet area, inlet vertical position, air flow rate) on the collection efficiency. Elsayed et al. [30] investigated the impact of four geometrical parameters (cyclone inlet height, inlet width, vortex finder diameter and total height) on the cyclone cut-off diameter using a meta-model based on a RBFNN. The latter showed a zero mean squared error in fitting the cyclone experimental data and was used to determine an optimized cyclone geometry. Other research approaches use ANNs for the prediction of the cyclone collection efficiency. Le et al. [31] utilised the regression capability of a BPNN in combination with a coarse-grid CFD model of the cyclone to predict the cut-off diameter. In order to achieve a low computational cost, the BPNN was used to calculate a correction coefficient for the cut-off diameter value obtained with the coarse-grid CFD model. This hybrid BPNN-CFD model showed a good prediction accuracy, with a mean error ranging between 1% and 5% of the experimental cut-off diameters. Tang et al. [32] developed a cyclone meta-model based on a BPNN for estimating the overall separation efficiency of cyclones. The BPNN meta-model demonstrated to be capable of predicting the overall collection efficiency, with a mean error ranging between 0.2% and 3.8%.



Other works from literature employed support regression vector (SVR) models for cyclone optimization. Zhao [33] developed a SVR model to predict the cyclone pressure drop coefficient (PDC) on the base of cyclone dimensions. The model demonstrated to give better forecasts of the cyclone pressure drop in comparison to semi-empirical and statistical models. Deng et al. [34] proposed a hybrid CFD-support vector machine (SVM) model for the optimization of the guide vanes of an axial cyclone separator. The hybrid approach demonstrated higher accuracy and lower computational cost than the original CFD model in predicting the effects of guide vanes’ geometry on cyclone performance. Zhang et al. [35] modelled the collection efficiency of a cyclone separator through an SVR-based algorithm. The developed model showed better predictive capability of the overall collection efficiency of the experimental cyclone in comparison with semi-empirical models.



From this literature overview, it appears that models based on statistical methods are better than semi-empirical models in predicting the cyclone collection efficiency, but still not very accurate. As far as ML-based models are concerned, they promise to be more accurate than the others, even though the available ones have focused only on the prediction of the cut-off diameter or the overall collection efficiency. The novelty of this work is to present for the first time two ML-based models, a BPNN model and a SVR model, for the prediction of cyclone efficiency curve in the entire range of dimensions of the ingested particles. Their predictive capabilities are assessed against experimental measurements and finally compared with those of classical methods. The original contribute of this study is to present simple models that can be replicated and used as a tool to predict the cyclones collection efficiency. The paper includes the training, validation and testing dataset of the experimental cyclones collected from the literature, which can be used to recreate the BPNN and SVR models. Moreover, it includes all weights and biases required to replicate the present meta-model without repeating the BPNN training process (which can be found in the Supplementary Materials).




2. Materials and Methods


The first of the following subsections presents a brief description of a general BPNN based meta-model; the second describes the BPNN structure considered in this work; the third and fourth presents a general description of SVR models and the one developed in the present work, respectively; subsequent five and six present the training and the experimental datasets for the models validation; the seventh provide insights on the semi-empirical and statistical models selected for the comparison with the present models.



2.1. Backpropagation Artificial Neural Networks


The structure on which ANNs working principle is based tries to emulate the connections between the neurons of a human brain. In ANNs, the nodes are able to learn complex relationships between the received input and output data to perform classification and regression tasks [36,37]. BPNNs are a type of supervised ANN, which learns from labelled data by adjusting the connections’ weights between the nodes based on the errors it makes in predictions [38]. What distinguishes BPNNs, and in general ANNs, from the other regression models is their ability to capture non-linear relations between the input and output variables, thus leading to very accurate predictions. To do that, the BPNN consists of an input layer, a matrix of nodes referred as “hidden layers”, and an output layer (McCulloch & Pitts [39]). The input layer consists of a set of nodes     [ X   1   , … ,     X   n   ]   with n equal to the number of input variables, while each hidden layer comprises a vector of fully connected nodes. Each i-th node of the j-th hidden layer allows calculating an output     z   i , j    , which is the sum of the weighted contributions from all the previous layer nodes multiplied by a non-linear activation function   φ   z    :


    z   i , j   = φ   z   ∗ (    ∑  i = 1   n         w   i , j   ∗   z   i , j − 1     +   b   i , j     )  



(1)




where     w   i , j     is a weight parameter and     b   i , j     is a bias. Examples of activation functions   φ   z     are the logistic sigmoid, the ReLu and the hyperbolic tangent [40]. The nodes of the j-th hidden layer are fully connected to those of the succeeding j + 1-th hidden layer, which give     z   i , j + 1     as outputs. This is valid for all the hidden layers included in the BPNN structure. To make predictions, the BPNN must be trained with a set of labelled data (set of known input-output data). The aim of the training process is to find the values of the weights that minimise the error between the output of the network and the corresponding labelled values. The learning process is composed of two phases: first, the BPNN is trained using the majority of the dataset and second, the remaining data are utilized for the BPNN validation and testing. The validation is performed simultaneously with the training of the BPNN to avoid overfitting, which would take to a low generalization ability of the network. Instead, the testing is used to verify the network’s capability to predict new data that was not included in the training process.




2.2. Proposed BPNN Model of the Cyclone


The BPNN model proposed in the present study aims to predict the particles collection efficiency of the cyclone   η     D   p      , defined in Equation (2).


  η     D   p     =      M   o u t   ·   f   o u t   (   D   p   )     M   i n   ·   f   i n   (   D   p   )     



(2)







For the prediction of the particles collection efficiency, the inputs of the BPNN-based meta-model are the geometrical variables and process parameters of cyclones. The present neural network is composed by an input layer of 7 variables (see Equation (7)) in accordance with the parameters that allows calculating the cyclone efficiency. The core structure is made by 3 hidden layers, each of these with 15 nodes (Figure 1a). The number of hidden layers and of the corresponding nodes are defined using trial and error criteria on the base of the dimension of the training dataset and number of independent input variables. The reported number of hidden layers and nodes for each layer are those that gave the best results in predictions with the lowest computational cost. The output layer consists of a single node since this BPNN works as a regression model that predicts one single value of the collection efficiency for a precise set of parameters. BPNN was chosen to make the regression of the cyclone experimental data for the prediction of the collection efficiency due to its ability to handle complex relationships and nonlinearities in the data. Unlike PINNs (Physics-Informed Neural Networks) and RBFNNs (Radial Basis Function Neural Networks), BPNNs can effectively learn intricate patterns without relying on explicit equations or assumptions.



The BPNN was trained with a set of experimental data derived from the literature (see Section 2.5). According to the dataset size and model complexity, the available dataset was divided into a training set and a validation-testing set including 80% and 20% of the samples, respectively (Figure 1b). For any training process, several characteristic hyperparameters must be defined. These are: (i) the training batch size which is the number of samples from the training dataset that propagate through the neural network before the model weights are updated (ii) the number of epochs that is the number of times that the model updates the values of the weights during the training process (iii) the optimization algorithm which determines the values of the weights (    w   i , j     in Equation (1)) by minimizing the mean squared error between the outputs and the training labelled data (iv) the activation function that introduces non-linearity into the network (see Equation (1)). The choice of the hyperparameters strongly affect the learning process and the predictive capability of the BPNN. Different combinations of number of epochs and batch size were determined on the base of the train loss curve. The optimization algorithms and activation functions that gave lower train losses were chosen for the study of the different combinations. Accordingly, multiple training processes were conducted considering various combinations of these parameters (grid search [41]), until satisfactory values of low mean train error (MTE), low mean validation error (MVE) and high mean testing accuracy (MTA) were found. The MTE and MVE are defined as the average of the training and validation losses, while the MTA is derived from the average absolute deviation between the experimental and the predicted value during testing, defined as:


  M T A = 1 −    1   n         ∑  i = 1   n             Y   t e s t   i    −    Y   p r e d   i           Y   t e s t   i            



(3)







The prediction capability of the BPNN-based meta model was evaluated against experimental data available from the literature (See Section 2.6) and also compared to those of classic methods considering the mean squared error between the experimental and the predicted value:


    E   2   =    1   n       ∑  i = 1   n            Y   e x p   i    −    Y   p r e d   i        2      



(4)







The BPNN model has been developed in the Python environment through Keras library from Tensorflow open-source [42].




2.3. Support Vector Regression Model


Support Vector Regression (SVR) is a type of supervised machine learning model based on Support Vector Machines (SVM) and is particularly suited for regression tasks [43]. The SVR models approximate the relationship between input and output data by identifying a regression function that accurately interpolates the data points in a high-dimensional space. First, input data are transformed into a high-dimensional space using a kernel function [44]. An optimization algorithm is used to find an hyperplane, which is the regression function f(x) in the high-dimensional space, that fit the input data by minimizing the error between them and the predicted values. During the optimization problem a tolerance ε is used, where predictions’ deviations of less than that are considered acceptable, in order to reduce the model complexity. The support vectors are the bounds of the tolerance zone, which determines the position and orientation of the regression function in the high-dimensional space. Mathematically, the regression function f(x) can be written as [43]:


  f   x   =   w   T   x + b  



(5)




where w is the vector of the weights, x is the input vector in the M-dimensional space (w,x  ∈   R   M    ), b is the bias term. The optimization problem consists in finding the weights and biases by minimizing the following error function:


    f   e r r   =    1   2        w     2   + C    ∑  i = 1   n     (   ξ   i   )    



(6)







The first term represents the weights vector’s norm, minimizing that ensure to obtain a simple model with a regression function that is as flat as possible. The second term represents the deviations of the predicted values from the actual ones that exceed the tolerance margin ε by a value     ξ   i    , defined as the slack variables.   C   is a regularization parameter that determines a balance between the minimization of the two terms [45].



A mono-dimensional linear SVR is represented as an example in Figure 2, where the optimal regression function (optimal hyperplane, blue line) is between the two support vectors within the tolerance range (orange lines).



Compared to BPNNs, SVR models are constituted of simpler structure with less hyperparameters to be tuned for the training procedure. This leads to a lower effort in the hyperparameter optimization stage resulting in smaller computational cost of the model. Generally, SVR models can better handle overfitting during training in comparison to BPNNs [46]. This is due to the margin of tolerance ε and regularization parameter   C  , which enhance the generalization capability of the model rather than attempting to fit every single data point. On the other hand, BPNNs can better capture the non-linear relationships between input-output data than SVR models [47]. In particular, BPNNs tends to perform better than SVR when dealing with large datasets. This is correlated to the BPNNs’ deep layered structure, which interconnected nodes can learn intricate patterns between data. Accordingly, the dimension of the BPNN network can be adapted to increase the model capacity to deal with complex datasets.




2.4. Present SVR Model


The present SVR model was developed in Python environment through the Sci-kit learn library [48]. As with the BPNN model, different combinations of hyperparameters have been tested in order to obtain a model with the maximum predictive capability. These are (i) the kernel function, which transform the input data into a higher-dimensional space, (ii) the regularization parameter C, that controls the trade-off between minimizing the norm of the weight vector and the total error outside the epsilon margin, (iii) the tolerance ε, which determines the range of acceptable solutions from the model predictions during training. The cyclone experimental dataset was split into training (80%) and testing (20%). The SVR with a certain combination of hyperparameters was evaluated with the mean train error (MTE) and mean testing accuracy (MTA) (see Equation (3)).




2.5. Dataset for the Training and Testing of BPNN


The geometry of the tangential-inlet reverse-flow cyclone considered in this study is reported in Figure 3.



Assuming that the gas flow is incompressible, low particle load, no particle agglomeration and negligible effect of the wall roughness; the particles collection efficiency of the cyclone can be defined as a function of:


  η = f (      D   e     D    ,    a   D    ,    b   D    ,      D   p     D    ,      ρ   p       ρ   g      , R e , S t k )  



(7)




where,   D ,   D   e   , a , b   are the geometrical parameters quoted in Figure 2.   R e   is the cyclone Reynolds number and   S t k   is the particle Stokes number. It should be mentioned that not all the cyclone geometrical parameters have the same influence on the collection efficiency. Hsiao et al. [49], Kenny et al. [50] found through sensitivity analyses that the vortex finder diameter     D   e    , inlet height   a   and width   b   have the strongest influence therefore, they were selected here as parameters to define the cyclone collection efficiency. Accordingly, the network structure was simplified instead of considering all the geometrical parameters. The cyclone Reynolds number and particle Stokes number are defined as:


  R e =    ρ   v   i g   D   μ        S t k =      ρ   p      D   p   2      v   i g     C   c     18 μ D     



(8)




where,     ρ   p     is the particle mass density,     D   p     is the particle diameter,     v   i g     is the gas velocity at the cyclone inlet,   μ   is the gas dynamic viscosity and     C   c     is the Cunningham correction factor. The dataset employed for the training and testing of the ANN was derived from the experimental works of [19,51,52,53,54,55,56,57,58,59,60,61,62]. The dataset comprises 981 samples of collection efficiency values from 25 different cyclone designs, whose are reported in Table 1. The geometrical variables and process parameters span wide ranges of values, which make the dataset appropriate for the model training, validation and testing.




2.6. Dataset for BPNN Validation and Comparison with Existing Methods


The meta-model of the cyclone has been validated with a set of experimental data from the empirical works of Hoffmann et al. [6], Obermair & Staudinger [63], Beeckmans & Kim [64], Iozia & Leith [10], Zhang [65], Dirgo & Leith [66], Zhao [60]. This set of data is composed by the experimental values of collection efficiencies for different cyclone designs, which are reported in Table 2.




2.7. Classical Models to Predict Collection Efficiency


Four different classic semi-empirical models are utilized for comparison with the present meta-model. They are briefly described in the following 4 items.



	
Iozia et al. [8] calculated the grade-efficiency curve from the particle cut-off diameter     d   50     (Equation (9)) from the regression of experimental data (β is a fitting coefficient [17]).








     d   50   =     9 μ Q   π ( H − S )   ρ   p      V   t m a x   2          η     D   p     =    1   1 +         d   50       D   p         β        



(9)







	2.

	
Clift et al. [11] (Equation (10)) proposed the following equation to find the cyclone collection efficiency from the particle residence time inside the cyclone body (    t   r e s    ):









  η     D   p     = 1 − exp ⁡ [ −      ρ   p     9 μ          D   p     t   c       2     t   r e s   ]  



(10)




where, tc is the characteristic cyclone time which is the ratio between the tangential velocity at the inlet of the cyclone and the cylindrical body radius.



	3.

	
Mothes et al. [13] developed a relation for the dust collection efficiency considering the particle transportation physics due to the gas motion, centrifugal and drag forces [53]:









  η     D   p     = 1 −        m   1   −   C   1       C   2        ×   exp  ⁡    −      2 π D   2   w   S −   a   2       Q         



(11)




where,     m   1   ,   C   1   ,   C   2     are model’s parameters, w is the mean radial velocity of the particles, Q is the cyclone inlet gas flow rate.



	4.

	
Li & Wang [14] derived the removal efficiency of the cyclone from the distribution of the particles concentration inside the cyclone body.









  η     D   p     = 1 − exp ⁡ ( − λ   θ   1   )  



(12)




where   λ   is a function of Stk, re-entrainment coefficient, radial particle velocity and radial turbulent diffusion coefficient, and θ1 is the average angular position of the particle inside the cyclone body.



For further insights on the definitions of the above relations, see the article of Marinos et al. [67].



Only one statistical model based on the multi-linear regression approach was compared to the present meta-model. Zhao [18] developed a predicting logistic equation considering the dimensionless cyclone parameters and particles properties     D   e   , a / D , b / D , R e , S t k .   The final equation obtained for the particles collection efficiency is reported as follows:


  η     D   p     = 1 / { 1 + exp  ⁡    −     α   0   +   α   1     ln  ⁡         a · b        D   e   2           +   α   2     ln  ⁡    R e     +   α   3     ln  ⁡    S t k           }  



(13)




where the regression coefficients     α   0   ,   α   1   ,   α   2   ,   α   3      were derived on the base of the experimental data from Iozia et al. [19] through a stepwise multiple regression algorithm and set equal to −7, 1.25, 0.61 and 2.09, respectively.





3. Results and Discussion


In this Section the results of the training and testing of the models are presented and discussed. The comparison between the prediction capabilities of the present models with the experimental data and the other alternative models is presented.



3.1. BPNN Training and Testing


Table 3 shows various combinations of the training batch size, n° of epochs, activation function and optimization algorithm hyperparameters and the corresponding MTE, MVE and MTA obtained in the various BPNN training steps. As mentioned in Section 2.2, the criteria to select the best combination of parameters was to minimise the MTE and MVE and maximise the MTA. Results show that the achieved MTE, MVE and MTA in training ID 5 (bold highlighted) are the most satisfactory. The training 5 exhibits a consistent reduction in both training and validation losses compared to others suggesting a well-generalized model, as there is no evident divergence between the two loss curves and so there was no overfitting during the training process. Based on these results, the BPNN with these hyperparameters was selected as the final model for predicting the cyclone collection efficiency. Figure 4 shows the values of the train and validation loss as a function of the n° of epochs for the selected combination of hyperparameters.




3.2. SVR Training and Testing


Table 4 shows different combinations of kernel function, regularization parameter C and epsilon ε used for the training of the SVR. The combination of hyperparameters that given the lowest MTE and highest MTA during training and testing was chosen for the final SVR model structure. This has been achieved with training 4 hyperparameters combination, therefore the corresponding parameters were chosen for the final SVR model.




3.3. BPNN and SVR Validation and Comparison with Classical Models


The present BPNN model was validated againts experimental data from the literature (see Section 2.6) and the predictions have been compared with those of classical models. Table 5 compares the mean squared error between the predictions of the present BPNN and the considered semi-empirical and statistical models against the experimental measurements of the validation dataset. The obtained mean squared error of the BPNN is equal to or less than 0.008 for 5 out of 7 experimental cases. The present BPNN model appears to have a lower overall mean squared error than all the classical methods. The best performance was obtained with the experimental cyclone 1, while the worst is obtained with the cyclone 6. Compared to the semi-empirical models of Clift et al. [13], Li & Wang [16] and Iozia et al. [10], the present BPNN model gives significantly better predictions with an improvement between the 71% and 96%. The model of Mothes et al. [15] gives good predictions of the particle collection efficiency of the tested cyclones (mean squared error < 0.028). It provides better previsions than the present BPNN for cyclones 2 and 5. On the other hand, the BPNN model performs better with the cyclones 1, 4 and 7. Compared to the statistical model of Zhao [18], the present model gives better predictions for cyclones 1, 2, 3 and 4, comparable predictions for 4 and 7 and worse predictions for 5. This comparison proved that the ability to capture non-linear relationships between the input-output variables of the present BPNN plays a key role in the predictions’ accuracy of the collection efficiency curve. In fact, the multi-linear regression model of Zhao [18], has an overall mean squared error which is 1.85 times higher than that of the BPNN model (see Diff on Table 5). Moreover, the BPNN model shows better predictions of Zhang [65] CFD model for the cyclone 5, with a mean squared error of 0.013 against the 0.023, respectively.



A comparison has been conducted between the prediction capabilities of the present SVR model and those of the present BPNN and classical models. In general, the SVR model yielded good predictions of the experimental data, with an overall MSE that is lower than those of Clift et al. [13], Li & Wang [16] and Iozia et al. [10] models, and comparable with the models of Zhao [18] and Mothes et al. [15]. However, SVR model provided worse predictions in comparison to the BPNN model, with an obtained overall MSE that is more than 2 times higher than that of BPNN. Indeed, the SVR model exhibited higher prediction errors for almost all the experimental cyclones with the exception of cyclone 5, for which it returned an MSE that was 54% lower than that of the BPNN model.



Generally, the collection efficiency of cyclones reduces significantly for particles with smaller diameters, as they are the most critical to be separated from the air flow. Accordingly, the overall performance of a cyclone at different operating conditions is strongly dependent to the collection of small diameter particles. To provide further insights, the comparison between the predictions of the present BPNN and SVR and classical models was carried out for particles diameters for which the experimental data show an efficiency lower than 50%. Table 6 shows that, for small particle diameter ranges, the present BPNN has better prediction capabilities compared to SVR and all the classical models. In particular, the model achieved an overall mean squared error between 3 and 20 times (see Diff in Table 6) lower than those of the classical models. The SVR model demonstrates better prediction capability for small particles in comparison to all the classical models, a part for the Mothes et al. [15] model which yielded lower overall MSE.



The reported results can be visualized by comparing the collection efficiency curves predicted by the present BPNN and SVR models with those of the semi-empirical and statistical models from the literature, as shown in Figure 5a–g.



In predicting the collection efficiency curves of experimental data 1, 3, 4, 7, the present BPNN model demonstrated superior performance compared to the classical models. This is proved by the well superposition of the predicted curves by the BPNN model with the experimental efficiency curves, which reflect the low values of mean squared errors achieved by the model predictions. What distinguishes the present BPNN model from all the classical models is the flexibility in the generation of the collection efficiency curve, which is not constrained to a single mathematical function as in the semi-empirical or multi-linear regression approaches. This is clearly shown with cyclone 3, where the classical models predict the experimental collection efficiency curve through a logistic function that is far from the actual trend of the experimental values. On the other hand, the predictions of the BPNN model well fit the experimental data showing a very low mean squared error. Even when the experimental data follow a logistic function, the present BPNN model demonstrated good predictive capabilities (see as example Figure 5g). The curves represented in Figure 5a,e,g clearly show the superiority of the present BPNN model in the prediction of cyclones’ collection efficiencies for smaller particles, representing the low mean squared errors obtained in the predictions (see Table 6). This appears to be fundamental in practical applications, where the overestimation of the collection efficiencies of the particles with smaller sizes can lead to unproper design of cyclones.



The present SVR model shows good predictions of the collection efficiency curves of the experimental cyclones. In the majority of cases, the SVR model is more effective than semi-empirical and statistical models in forecasting the collection efficiency curve. Nevertheless, the SVR model demonstrated lower performance in comparison to the BPNN model. Particularly, this can be observed by comparing the predicted efficiency curves of cyclones 1, 3, 7. The superiority of the BPNN model compared to the SVR model can be attributed to several factors. The deep layered structure of the BPNN enables it to learn more effectively the non-linear relationships between input and output data of experimental cyclones in comparison to SVR. Accordingly, the BPNN model can easily adapt to the high variability of cyclones experimental data by adjusting the weights and biases of the hidden nodes during the iterative training procedure. While the SVR approach is capable of handling non-linearity and variability, it is less flexible than the BPNN due to its restriction to the regression function that interpolates the data in the high-dimensional space.





4. Conclusions


Cyclone separators play a vital role in numerous industries, e.g., in waste treatment and recycling plants, for dust collection or abatement purposes. However, predicting the efficiency of dust collection is challenging due to the complex physical phenomena involved in particle removal. This paper presents two models of cyclone separator for the prediction of the dust collection efficiency curve based on two machine-learning approaches: (i) back-propagation artificial neural network (BPNN), and (ii) support vector regression (SVR). After appropriate training and validation with experimental data taken from the literature, the models predictions have been compared with those obtained from semi-empirical and statistical methods suggested in the literature.



The comparison demonstrates that:




	
The BPNN model is the best performing model, showing an improvement of the predictions capabilities between 40% and 90% compared to the other models. Only the semi-empirical model of Mothes et al. achieved results comparable to those obtained with the present BPNN.



	
The SVR model yielded better predictions than the semi-empirical and statistical approaches. However, it demonstrated to be less performing than the BPNN model.



	
Focusing on the efficiency predicting capabilities related to small particles only, the BPNN model showed an overall mean squared error that is between 2 and 20 times lower than that all the other models.








The present work provides two ML-based models, BPNN and SVR, that satisfactorily predicts the dust collection efficiency curve of the cyclone separator (overall MSE 0.007 and 0.015, respectively). It shares with the scientific community: (i) the weight and biases allowing to easily use the BPNN as a powerful tool for this specific application, (ii) the datasets and script of the codes used to train and validate the models, both BPNN and SVR, to allows other researchers to replicate and use them. Even though the developed models performed better than the semi-empirical ones, the results reported in this paper encourage further research in the improvements of this kind of meta-models. As reported in Section 2.5, the dimensionless variables considered in the meta-model did not explicitly account for some important phenomena occurring during the cyclone operation, such as the effect of solid load and particle agglomeration. Another limitation of the present BPNN and SVR models is that they have been trained and tested with data from laboratory scale cyclones, which operation can be different from the industrial ones. Future work will be devoted to include appropriate variables into the models and try further increasing their prediction capabilities by collecting data for training from cyclones of industrial plants.
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Nomenclature




	a
	cyclone inlet height [m]



	b
	cyclone inlet width [m]



	bij
	ANN linear function bias



	B
	cyclone dust-outlet diameter [m]



	C1, C2
	cyclone dimensionless parameters



	d50
	particle cut-off diameter [m]



	D
	cyclone diameter [m]



	Dp
	particle diameter [m]



	Dpmax
	maximum particle diameter [m]



	Min
	mass of particles that enters the cyclone [kg]



	Mout
	mass of successfully separated particles [kg]



	h
	cyclone cylindrical body height [m]



	H
	cyclone total height [m]



	Q
	cyclone inlet volumetric flow rate [m3/s]



	Re
	cyclone Reynolds number



	S
	cyclone vortex finder height [m]



	Stk
	particle Stokes number



	tc
	cyclone characteristic time [s]



	tres
	particle residence time inside cyclone body [s]



	vt
	gas tangential velocity inside cyclone body [m/s]



	w
	particle mean radial velocity [m/s]



	wij
	BPNN weight



	Xi
	BPNN input layer node



	Yi
	BPNN output layer node



	zij
	BPNN hidden layer output



	     ρ   p     
	particle mass density [kg/m3]



	   ρ   
	air mass density [kg/m3]



	   λ   
	cyclone efficiency parameter



	   μ   
	gas dynamic viscosity [Pa·s]



	     θ   1     
	particle average angular position inside cyclone body [°]
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Figure 1. (a) Structure of the present BPNN (b) Split of the experimental dataset. 
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Figure 2. Example of a mono-dimensional linear SVR. 
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Figure 3. Cyclone geometry. 
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Figure 4. Train and validation loss against number of epochs. 
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Figure 5. Predicted collection efficiency for Hoffman et al. (a), Obermair & Staudinger (b), Beeckmans & Kims (c), Iozia et al. (d), Zhang (e), Dirgo (f), Zhao (g) experimental data. 
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Table 1. Dimensionless geometrical and process parameters of experimental cyclones used for the training of the BPNN.
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	D [m]
	De/D
	a/D
	b/D
	Dp/D (10−4)
	      ρ   p   /   ρ   g      
	Re (105)
	Stk (10−2)





	0.9
	0.3
	0.5
	0.3
	0.017–0.16
	2208
	7.577
	0.029–2.38



	0.0219
	0.36
	0.58
	0.32
	2–4.4
	816
	0.023–0.05
	0.437–2.15



	0.0219
	0.45
	0.58
	0.32
	3–4.2
	816
	0.023–0.05
	1.016–2.93



	0.0219
	0.62
	0.58
	0.32
	2.6–4.3
	816
	0.033–0.05
	1.114–3.29



	0.0219
	0.79
	0.58
	0.32
	3.5–4.5
	816
	0.033–0.05
	1.946–3.80



	0.0311
	0.25
	0.41
	0.22
	1.3–2.7
	816
	0.034–0.071
	0.230–1.55



	0.0311
	0.32
	0.41
	0.22
	1.3–2.7
	816
	0.034–0.071
	0.249–1.72



	0.0311
	0.43
	0.41
	0.22
	1.3–3
	816
	0.034–0.071
	0.333–2.07



	0.0311
	0.56
	0.41
	0.22
	2–3
	816
	0.034–0.071
	0.504–2.06



	0.0411
	0.24
	0.31
	0.17
	1–2.34
	816
	0.034–0.071
	0.275–2.41



	0.25
	0.5
	0.5
	0.2
	0.52–2.82
	730
	1.24–3.76
	0.031–1.18



	0.25
	0.5
	0.5
	0.3
	0.52–2.82
	730
	1.679
	0.020–0.52



	0.25
	0.5
	0.75
	0.2
	0.52–2.82
	730
	1.679
	0.020–0.52



	0.25
	0.5
	0.5
	0.1
	0.52–2.82
	730
	5.038
	0.062–1.58



	0.25
	0.5
	0.25
	0.2
	0.52–2.82
	730
	5.038
	0.062–1.58



	0.25
	0.3
	0.5
	0.2
	0.52–2.82
	730
	2.519
	0.031–0.79



	0.4
	0.5
	0.5
	0.2
	0.02–0.15
	2250
	2.92
	0.024–0.8



	0.15
	0.23
	0.53
	0.13
	0.06–0.26
	2208
	1.04
	0.061–0.66



	0.03
	0.49
	0.4
	0.2
	0.25–0.73
	875
	0.272–0.498
	0.095–1.73



	0.031
	0.5
	0.4
	0.16
	0.16–2.6
	875
	0.167–0.334
	0.026–9.33



	0.072
	0.44
	0.5
	0.23
	0.12–0.31
	2416
	0.83–1.07
	0.18–1.54



	0.03
	0.5
	0.4
	0.2
	0.16–1
	875
	0.23
	0.034–1.27



	0.076
	0.5
	0.46
	0.19
	0.04–1.3
	3290
	0.4–1.01
	0.015–10.2



	0.186
	0.43
	0.72
	0.36
	0.02–0.71
	2250
	2.47
	0.017–9.6



	0.072
	0.44
	0.47
	0.12
	0.1–0.53
	1916
	0.525–0.859
	0.064–6.03










 





Table 2. Parameters of experimental cyclones of Hoffman et al. (1), Obermair & Staudinger (2), Beeckmans & Kim (3), Iozia et al. (4), Zhang (5), Dirgo (6), Zhao (7) used for the meta-model validation.
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	N°
	D [m]
	De/D
	a/D
	b/D
	Dp/D (10−4)
	      ρ   p   /   ρ   g      
	Re (105)
	Stk (10−3)





	1
	0.2
	0.375
	0.5
	0.2
	0.05–0.25
	2275
	2.486
	0.45–10.6



	2
	0.4
	0.375
	0.44
	0.25
	0.03–0.22
	2308
	3.341
	0.39–21.8



	3
	0.152
	0.5
	0.542
	0.25
	0.04–0.31
	1183
	1.229
	0.14–7.8



	4
	0.25
	0.5
	0.5
	0.2
	0.05–0.27
	730
	2.519
	0.28–7.8



	5
	0.3
	0.5
	0.5
	0.2
	0.033–0.21
	2250
	2.39
	0.35–1.3



	6
	0.305
	0.5
	0.5
	0.2
	0.045–0.19
	725
	2.022
	0.17–3.1



	7
	0.3
	0.5
	0.5
	0.2
	0.001–0.22
	2250
	4.013
	0.003–26.2










 





Table 3. MTE, MVE and MTA for various combinations of BPNN hyperparameters.
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	Training ID
	Batch Size
	Epochs
	Optim. Algorithm
	Act. Function
	MTE [%]
	MVE [%]
	MTA [%]





	1
	5
	90
	Adam
	ReLu
	3.47
	2.97
	87.7



	2
	5
	90
	Adam
	Sigmoid
	6.23
	6.6
	83.3



	3
	5
	90
	Adagrad
	Relu
	12.1
	12.3
	72.7



	4
	5
	90
	Adagrad
	Sigmoid
	17.9
	17.3
	66.6



	5
	5
	100
	Adam
	ReLu
	2.66
	2.87
	89.8



	6
	5
	100
	Adam
	Sigmoid
	6.22
	6.43
	79.5



	7
	5
	100
	Adagrad
	ReLu
	14.3
	14.5
	73.5



	8
	5
	100
	Adagrad
	Sigmoid
	12.4
	12.6
	67.2



	9
	15
	90
	Adam
	ReLu
	3.87
	3.39
	87.9



	10
	15
	90
	Adam
	Sigmoid
	7.48
	7
	81



	11
	15
	90
	Adagrad
	ReLu
	13.9
	13.9
	70.3



	12
	15
	90
	Adagrad
	Sigmoid
	20.4
	19.6
	66.4



	13
	15
	100
	Adam
	ReLu
	3.59
	2.94
	85.7



	14
	15
	100
	Adam
	Sigmoid
	7.16
	7.24
	81.5



	15
	15
	100
	Adagrad
	ReLu
	19.7
	19.9
	71.6



	16
	15
	100
	Adagrad
	Sigmoid
	15.7
	15.5
	66.8










 





Table 4. MTE and MTA for various combinations of SVR hyperparameters.






Table 4. MTE and MTA for various combinations of SVR hyperparameters.





	Training ID
	Kernel Function
	C
	ε
	MTE [%]
	MTA [%]





	1
	linear
	0.1
	0.01
	8.9
	69



	2
	polynomial
	1
	0.01
	8.4
	73.8



	3
	RBF
	10
	0.1
	2.9
	85.6



	4
	RBF
	100
	0.01
	1.7
	89.8



	5
	sigmoid
	10
	0.1
	8.7
	69.5



	6
	polynomial
	100
	0.2
	5.3
	80



	7
	RBF
	10
	0.2
	3.2
	84.5



	8
	polynomial
	10
	0.2
	5.9
	77.9



	9
	RBF
	0.1
	0.5
	12.4
	64.7



	10
	polynomial
	0.1
	0.2
	8.2
	73.3










 





Table 5. Mean squared error of predictions for all particles’ diameters for Hoffman et al. (1), Obermair & Staudinger (2), Beeckmans & Kim (3), Iozia et al. (4), Zhang (5), Dirgo (6), Zhao (7) experimental data.






Table 5. Mean squared error of predictions for all particles’ diameters for Hoffman et al. (1), Obermair & Staudinger (2), Beeckmans & Kim (3), Iozia et al. (4), Zhang (5), Dirgo (6), Zhao (7) experimental data.

















	
	1
	2
	3
	4
	5
	6
	7
	Overall
	Diff





	Present BPNN
	0.001
	0.008
	0.006
	0.006
	0.013
	0.017
	0.003
	0.007
	1



	Present SVR
	0.0139
	0.011
	0.044
	0.008
	0.007
	0.018
	0.007
	0.015
	2.1



	Clift et al. [13]
	0.204
	0.218
	0.103
	0.145
	0.233
	0.090
	0.118
	0.158
	22.6



	Li & Wang [16]
	0.132
	0.160
	0.045
	0.019
	0.028
	0.016
	0.009
	0.058
	8.3



	Zhao [18]
	0.022
	0.016
	0.027
	0.011
	0.005
	0.012
	0.001
	0.013
	1.85



	Mothes et al. [15]
	0.009
	0.003
	0.005
	0.028
	0.005
	0.017
	0.007
	0.011
	1.6



	Iozia et al. [10]
	0.016
	0.033
	0.038
	0.027
	0.008
	0.005
	0.008
	0.020
	2.85










 





Table 6. Mean squared error of predictions for particles with small diameters for Hoffman et al. (1), Obermair & Staudinger (2), Beeckmans & Kim (3), Iozia et al. (4), Zhang (5), Dirgo (6), Zhao (7) experimental data.






Table 6. Mean squared error of predictions for particles with small diameters for Hoffman et al. (1), Obermair & Staudinger (2), Beeckmans & Kim (3), Iozia et al. (4), Zhang (5), Dirgo (6), Zhao (7) experimental data.

















	
	1
	2
	3
	4
	5
	6
	7
	Overall Small Dp
	Diff





	Present BPNN
	0.001
	0.009
	0.003
	0.002
	0.003
	0.002
	0.002
	0.003
	1



	Present SVR
	0.0183
	0.016
	0.027
	0.001
	0.011
	0.015
	0.014
	0.014
	4.6



	Clift et al. [13]
	0.132
	0.137
	0.065
	0.014
	0.054
	0.005
	0.027
	0.062
	20.6



	Li & Wang [16]
	0.166
	0.100
	0.034
	0.014
	0.005
	0.006
	0.014
	0.048
	16



	Zhao [18]
	0.072
	0.057
	0.027
	0.005
	0.005
	0.003
	0.028
	0.028
	9.3



	Mothes et al. [15]
	0.003
	0.007
	0.019
	0.001
	0.005
	0.001
	0.026
	0.009
	3



	Iozia et al. [10]
	0.060
	0.170
	0.051
	0.002
	0.015
	0.001
	0.03
	0.047
	15.6
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